Global energy deposition during the January 1997 magnetic cloud event


Abstract. The passage of an interplanetary magnetic cloud at Earth on January 10–11, 1997, induced significant geomagnetic disturbances, with a maximum $AE$ in excess of 2000 nT and a minimum $Dst$ of about -85 nT. We use a comprehensive set of data collected from space-borne instruments and from ground-based facilities to estimate the energy deposition associated with the three major magnetospheric sinks during the event. It is found that averaged over the 2 day period, the total magnetospheric energy deposition rate is about 400 GW, with 190 GW going into Joule heating rate, 120 GW into ring current injection, and 90 GW into auroral precipitation. By comparison, the average solar wind electromagnetic energy transfer rate as represented by the $\epsilon$ parameter is estimated to be 460 GW, and the average available solar wind kinetic power $U_{SW}$ is about 11,000 GW. A good linear correlation is found between the $AE$ index and various ionospheric parameters such as the cross-polar-cap potential drop, hemisphere-integrated Joule heating rate, and hemisphere-integrated auroral precipitation. In the northern hemisphere where the data coverage is extensive, the proportionality factor is 0.06 kV/nT between the potential drop and $AE$, 0.25 GW/nT between Joule heating rate and $AE$, and 0.13 GW/nT between auroral precipitation and $AE$. However, different studies have resulted in different proportionality factors. One should therefore be cautious when using empirical formulas to estimate the ionospheric energy deposition. There is an evident saturation of the cross-polar-cap potential drop for large $AE$ (>1000 nT), but further studies are needed to confirm this.
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1. Introduction

Through solar wind-magnetosphere interaction, a fraction of the incoming solar wind energy is deposited into the Earth's magnetosphere as auroral precipitation and Joule heating in the high-latitude ionosphere, as ring current energization in the inner magnetosphere.
as plasma sheet particle heating and plasmoid ejection in the magneto tail. During the periods of interplanetary disturbances such as magnetic clouds, energy input from the solar wind can have a dramatic impact on the near-Earth space environment [Farrugia et al., 1997]. It is therefore important to understand quantitatively the different magnetospheric energy deposition processes.

In this paper we examine the energy deposition in the high-latitude ionosphere as well as in the ring current during the January 1997 magnetic cloud event. We use the assimilative mapping of ionospheric electrodynamics (AMIE) procedure to characterize the high-latitude ionospheric response to the magnetic cloud by combining the various observations from space- and ground-based instruments. The estimate of ring current energy injection rate is based on empirical formulas. We also compare the magnetospheric energy deposition with the available solar wind energy inputs. Uncertainties associated with the different energy estimates are discussed later in the paper. Results are compared with other previous investigations.

2. Observations and Results

2.1. Solar Wind and IMF Conditions

Figure 1 shows the 1-min averaged solar wind and interplanetary magnetic field measurements from the Wind satellite, which was located at about (85, -59, -4) $R_E$ and (101, -55, -6) $R_E$ in GSE (X, Y, Z) coordinates at 0000 UT on January 10 and 12, 1997, respectively. Figure 1 shows, from top to bottom, the solar wind bulk flow speed, the solar wind dynamic pressure (assuming exclusively a proton population), and the $B_z$ component (the solid curve) as well as the magnitude of the IMF (the dotted curve). The magnetic cloud arrived at Wind at 0442 UT on January 10 (as marked by the vertical dashed line) and lasted for about 2200 hours as the interplanetary magnetic field gradually rotated from strongly southward to northward, while the total magnetic field strength remained nearly constant. The cloud was preceded by an interplanetary shock at ~0040 UT on January 10, as seen from the impulsive changes in all parameters shown in Figure 1. At the
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**Figure 1.** One-minute solar wind and interplanetary magnetic fields (in GSM coordinates) measured by the Wind satellite during the period of January 10–11, 1997.
rear of the cloud the solar wind dynamic pressure increased dramatically, which was caused by a burst of high-density plasma thought to be prominence material [Burlaga et al., 1998]. The cloud was being overtaken by a faster corotating stream. The large variability of the solar wind plasma density (not shown) led to a dynamic pressure varying over a range of 2 orders of magnitude. This magnetic cloud event has been discussed in more detail by Farrugia et al. [1998] and Burlaga et al. [1998].

2.2. AMIE Procedure

AMIE is an optimally constrained, weighted, least squares fit of coefficients to global observations [Richmond and Kamide, 1988]. It first modifies the statistical conductivity and auroral energy flux models by incorporating direct and indirect observations of auroral precipitation and the height-integrated Pedersen and Hall conductances to provide an improved temporal and spatial resolution of these ionospheric quantities. In this study we have used statistical models of Fuller-Rowell and Evans [1986], which are parameterized by the 10 levels of hemispheric power index. In the second step, the procedure estimates the ionospheric convection pattern based on the direct ion drift observations from polar-orbiting satellites and radars and from the inversion of ground magnetic perturbations with the aid of ionospheric conductances. The different data sets are weighted according to their effective errors so that less reliable data contribute less to the fitting (see Richmond and Kamide [1988] for more information).

During the 2-day period (January 10–11, 1997) under study, there are various data sets available, including the ion drift and auroral precipitation measurements from the DMSP F10, F12, and F13 satellites, auroral precipitation observations from the NOAA 12 and 14

Figure 2. Distributions of various ionospheric quantities for the period of January 10–11, 1997.
saturates, auroral UVI images from the Polar satellite, ion drift measurements from 6 SuperDARN high frequency (HF) radars (all in the northern hemisphere) and from the Millstone Hill and Sondrestrom incoherent scatter (IS) radars, and magnetic perturbations monitored by 119 ground magnetometers distributed worldwide (among them 11 stations are located in the southern polar region). Note that the Polar UVI images are available only during the northern hemisphere apogee passes from 1030 to 2300 UT on January 10 and from 0600 to 1600 UT on January 11. The Polar UVI images provide valuable information regarding the auroral precipitation of energetic electrons and ionospheric conductivity [Lammersheim et al., 1997; Gemmell et al., 1997].

The 5-min snapshots of ionospheric conductance, auroral electron energy flux, electric potential, and Joule heating are derived by combining the various observations using the AMIE procedure.

2.3. High-Latitude Ionospheric Energy Deposition

Figure 2 shows the variations of the different parameters representing electrodynamic conditions at high latitudes over the period of January 10–11, 1997. The top panel shows the $AE(68)$ index (the solid curve), which is calculated from the north-south component of the magnetic perturbations measured by 68 ground stations located between 55° and 70° magnetic latitudes north and south. For comparison, the dashed curve is the $AE$ index derived from 10 out of the 12 standard $AE$ stations that are currently available for this study. The “standard” $AE$ monitors reasonably well the general substorm activity during this period; but compared with $AE(68)$, it generally gives an underestimate of the activity, and sometimes misses substantially the auroral electrojets (for instance, at about 1900 UT on January 10). Over the 2-day period, the average value of $AE(10)$ is about 35% smaller than $AE(68)$.

The second panel presents the distribution of the cross-polar-cap potential drops in the northern and southern hemispheres. Potential drops of ~100 kV are reached when the IMF is southward. When the IMF points strongly northward, potential drops are in the order of 20–30 kV, a residual potential drop often ascribed to the “viscously driven” part of the solar wind-magnetosphere interaction [Reiff and Luhmann, 1986; Knipp et al., 1993; Lu et al., 1994]. The highest potential drop goes up to 220 kV, corresponding to the strongest $AE$ burst (~2000 nT) during this period. The potential drops in the two hemispheres are roughly comparable. It is interesting to note that no apparent auroral activity is induced by the dramatic solar wind pressure enhancement at the rear of the cloud at early UT on January 11 (see Figure 1).

The bottom two panels show the hemisphere-integrated Joule heating rate $U_J$ and auroral precipitation rate $U_A$ above [50°] magnetic latitude, respectively. $U_A$ is about the same as $U_J$ during relatively quiet intervals, but is about one half of $U_J$ during active intervals. The hemispheric-integrated Joule heating rate goes up to about 650 GW, whereas the peak value of $U_A$ is about 340 GW. Note that the Joule heating rate calculated here does not take into account the neutral wind, which tends to reduce the total Joule heating by approximately 30% [Lu et al., 1995].

Although we have gathered one of the most comprehensive data sets yet assembled, the data coverage in the southern hemisphere for this period is still relatively poor, with only 11 ground magnetometers and 5 satellites which all have an orbital period of ~110 min. The two IIF radars in the southern hemisphere were either not in operation (Syowa) or of poor quality (Halley Bay). Consequently, the southern hemispheric results presented in Figure 2 are less reliable than those in the northern hemisphere. The 110-min modulations in the southern hemispheric potential drop and Joule heating shown in Figure 2 correspond to the intervals of DMSP overflights, similar to those reported by Lu et al. [1996].

2.4. Ring Current Energy Injection

In addition to the energy dissipated into the high-latitude ionosphere through Joule heating and auroral precipitation, energy that has been stored in the magnetosphere is partly converted into ring current energization that leads to the geomagnetic storm. A sophisticated calculation of the ring current energy injection requires detailed information about the dynamic properties of the inner magnetosphere. Unfortunately, information such as is not available for this particular period. We therefore invoke the empirical formula of Akasofu [1981] to estimate the ring current energy injection rate $U_R$:

$$U_R(GW) = -4 \times 10^4 \left( \frac{\partial Dst}{\partial t} + \frac{Dst}{\tau} \right)$$

where $\tau$ in seconds is the ring current particle lifetime. For this study, we have chosen $\tau = 4$ hours for $Dst < -50$ nT, $\tau = 8$ hours for $-50$ nT < $Dst < -30$ nT, and $\tau = 20$ hours for $Dst > -30$ nT. Though the choice for $\tau$ is somewhat arbitrary, it is close to the values given by Prigancova and Feldstein [1992] in their model IV. The influence of the different $\tau$ values on the ring current energy injection rate is discussed in the next section.

The top panel of Figure 3 shows the different $Dst$ values. The dashed curve is the standard $Dst$ from 4 equatorial stations, the solid curve is the measured $Dst$ from 18 stations, and the dotted curve is the pressure-corrected $Dst$ [Zwolinski, 1987]. As one can see, the positive excursions are diminished in the pressure-corrected $Dst$, indicating that they are mainly due to the magnetopause current enhancement associated with the solar wind pressure impulses. The bottom panel shows the estimated ring current injection rate. The solid curve corresponds to the standard $Dst$, and the
dotted curve uses the pressure corrected $Dst$. The dotted curve has many high-frequency fluctuations, and the thick shaded line is the 10-point running average which agrees reasonably well with the solid curve, except in the region of the large positive excursion associated with the strong solar wind pressure impulse at the trailing edge of the magnetic cloud. Compared with the ionospheric energy deposition shown in Figure 2, the peak value of the ring current energy injection is about two thirds of that due to Joule heating without neutral winds.

2.5. Solar Wind Energy Input

The solar wind is the ultimate energy source which is responsible for virtually all electrodynamic processes in the magnetosphere. The top panel of Figure 4 shows the solar wind kinetic power $U_{SW} = 1/2 \rho V^2 A$, where $\rho$ is the solar wind mass density, $V$ is the solar wind radial speed, and $A$ is the magnetopause cross section which depends on the solar wind dynamic pressure [Shue et al., 1997]. The bottom panel shows the comparison of the solar wind electromagnetic energy transfer rate ($\epsilon = V B^2 \sin^2(\theta/2) l_0^2$, where $B$ is the IMF strength, $\theta$ is the angle between the $x$ direction and the projection of the IMF in the $y-z$ plane in GSM coordinates, and $l_0 = 7R_E$) [Perreault and Akasofu, 1978] with the ionospheric energy deposition rate $U_I$ (e.g., the sum of auroral precipitation and Joule heating rate integrated over both hemispheres) as well as the total magnetospheric energy deposition rate $U_T = U_I + U_R$. In general, there is a good correlation between $\epsilon$ and $U_T$. However, $U_T$ is smaller than $\epsilon$ during the storm, and slightly larger be-
fore and after the cloud. Note that after the passage of the magnetic cloud, the $\epsilon$ value become very small, but there is still sustained auroral activity that accounts for $\sim$200 GW of power. Although the energy source during the quiet period may be due to the "unloading" process, it may also be attributed to the solar wind kinetic energy input through viscous interaction. As shown in the top panel of Figure 4, the available solar wind kinetic power is about 2 orders greater than the solar wind electromagnetic power (the $\epsilon$ parameter). However, it has little similarity with the profile of the magnetospheric energy deposition, implying that the solar wind kinetic energy input does not directly drive the magnetospheric electrodynamic processes. The overall coupling efficiency of the solar wind kinetic power to the magnetosphere is about 4%. However, the efficiency is much less, for example, during the passage of the high-density plug at around 0200 UT on January 11 (Figure 1). In this case, the magnetic field is northward so that the diminished efficiency reflects the fact that the overall effectiveness of the solar wind-magnetosphere coupling is reduced to the point where only the viscous interaction is left.

3. Discussion

As illustrated in Figure 2, during the 2-day period of January 10-11, 1997, the cross-polar-cap potential drop, Joule heating rate, and auroral precipitation seem well correlated with $AE$. A linear regression analysis is carried out to investigate this. Figure 5 shows the scatterplots of the different quantities in the northern (left) and southern (right) hemispheres versus $AE(68)$. The linear correlation coefficient and the linear fitting of each quantity to $AE(68)$ are given in each panel. The correlation coefficient $r$ varies from 0.59 to 0.91 and is lower in the southern hemisphere than in the northern hemisphere. This is probably due to the fact that there are only three stations from the southern hemisphere that contribute to $AE(68)$. Therefore the $AE(68)$ index reflects mainly the auroral activity in the northern hemisphere. Additionally, the data coverage in the southern hemisphere is poorer than that in the northern hemisphere. From the linear fit, we find that the proportionality factor between $\Phi$ and $AE(68)$ is 0.06 kV/nT in the northern hemisphere and 0.04 kV/nT in the southern hemisphere; the proportionality factor
between $U_J$ and $AE(68)$ is 0.25 GW/nT in the northern hemisphere and 0.20 GW/nT in the southern hemisphere; and the proportionality factor between $U_A$ and $AE(68)$ is 0.13 GW/nT in the northern hemisphere and 0.07 GW/nT in the southern hemisphere. Previous studies have yielded different results from regression analyses for the different events, with a proportionality factor of $\Phi$ versus $AE$ varying from 0.07 to 0.15 kV/nT, and a proportionality factor of $U_J$ versus $AE$ varying from 0.21 to 0.54 GW/nT [e.g., Reiff et al., 1981; Ahn et al., 1983, 1992; Baumjohann and Kamide, 1984; Richmond et al., 1990; Wesmer et al., 1990; Cooper et al., 1995]. Compared with previous studies, our results are close to the lower end of these values. The discrepancy among these independent studies may be attributed to several causes. First, a different $AE$ index is used in the different studies. For instance, $AP(12)$ was used by Reiff et al., Richmond et al., and Weimer et al., but a multistation-derived $AE$ was used in the rest of the studies as well as in this paper. Second, $\Phi$ and $U_J$ are calculated using different methods. The study of Reiff et al. was statistically based; Ahn et al. and Baumjohann and Kamide used the Kamide-Richmond-Matsushita algorithm [Kamide et al., 1981; Richmond et al., Cooper et al., and this study apply the AMIE procedure. Finally, different seasons are involved in the
different studies. Seasonal variations can have a direct effect on the ionospheric conductivity, which in turn affect Joule heating. Because of the diversity of the different studies, caution should be taken when choosing empirical formulas to estimate ionospheric energy deposition.

Although the scatterplot of Figure 5 shows an overall linear correlation between $AE$ and the various electrodynamic quantities, it is worthwhile testing if nonlinear functions would give a better fit to the data. The dashed lines in Figure 5 show the nonlinear least squares fitting to the data. As shown in the top panels, the cross-polar-cap potential drop tends to saturate after $AE$ exceeds about 1000 nT; however, there are less than 10% data points (38 out of 576) with $AE$ greater than 1000 nT. In the northern hemisphere, the inverse exponential fitting (i.e., $\Phi = a + b \exp(-AE/c)$) is slightly better than the linear fitting by reducing the standard deviation $\sigma$ from 17.3 to 16.2 kV; but in the southern hemisphere, the nonlinear fitting yields a similar standard deviation as the linear fitting. Weimer et al. [1990] also performed both linear and nonlinear fits of $AE$ versus $\Phi$ and found no significant difference between them. However, in their study there were only a couple of data points with $AE > 1000$ nT. Whether the apparent asymptotic behavior of $\Phi$ with increasing $AE$ is a real physical effect is certainly worth pursuing in future studies, and more data points with large $AE$ values are desirable. Power function fits of $AE$ versus $U_J$ and $U_A$ do not show any significant improvement over the linear fitting in terms of reducing the standard deviation.

It should be pointed out that we have taken into account the error $d\epsilon$ associated with the estimated large-scale electric field $E$ at each grid point when calculating the height-integrated Joule heating rate $Q_j$, e.g., $Q_j = \Sigma E^2 + \Sigma (d\epsilon)^2$. Here the second term represents the adjustment to the Joule heating rate due to the variability in large-scale electric fields. As shown by Lu et al. [1996], although the general distribution is about the same, the magnitude of total hemisphere-integrated Joule heating rate $U_j$ would be about 10–20% smaller without the second term. The AMIE-estimated Joule heating currently takes into account only the variability in large-scale (~150 km or greater) electric fields; however, it does not account for the variability in smaller-scale fields or in conductivities. Though the conductivity variability will alter the local distribution of Joule heating, it is unlikely to affect the total hemisphere-integrated Joule heating significantly because of cancellations between localized enhancements and reductions in conductivity. To what extent the smaller-scale field variations affect Joule heating is yet to be quantified, though theoretical calculations indicate that the small-scale $E$ field fluctuations could increase Joule heating rate by about 30% [Codrescu et al., 1995].

The magnitude of the ring current energy injection rate depends strongly on $r$. The $r$ values chosen for this study seem to be reasonable because of the overall balance between the input solar wind energy and the total magnetospheric energy consumption (of course, this is only true if the $r$ parameter is indeed a good representation of the solar wind electromagnetic power). If we had used the $r$ value as suggested by Zwiicki et al. [1987] (e.g., $\tau = 0.5$ hour for $r > 1000$ GV), $U_T$ would be 40% larger than $r$ during the storm. Recently, Gonzalez et al. [1994] have argued that the decay time $\tau$ should not be shorter than 1 hour, unless the storm is very intense. Baker et al. [1997] give a conservative estimate of the ring current injection rate using $\tau = 6$ hours for their storm study. That storm had a minimum $Dst$ of ~ -81 nT, which is close to the minimum $Dst$ (~ 85 nT) of this study. By using the different $r$ values, the average ring current injection rate $U_R$ over the main storm period of January 10–11 would become 266 GW (for $\tau = 1$ hour), 124 GW (for $\tau = 4$ hours), or 109 GW (for $\tau = 6$ hours), respectively.

At present, the $r$ parameter of Perreault and Akasofu [1978] is widely used as a measure of the solar wind electromagnetic energy input to the magnetosphere. Since the justification of the $r$ function by Akasofu [1981] was based on the comparison of $r$ with the total magnetospheric energy consumption estimated from empirical formulas, it is expected that the solar wind energy input represented by $r$ will have some uncertainty. A quantification of this uncertainty has so far not been done. Furthermore, Akasofu [1981] argued that the effective cross-sectional area $l_0^2$ in the $r$ function should not strongly depend on solar wind conditions. However, the magnetopause model of Shue et al. [1997] indicates that the radius of the dawn-dusk magnetopause cross section changes from about 14 to 10 $R_E$ during the passage of the magnetic cloud.

In our estimate of the magnetospheric energy budget, we have not included the energy that goes into precipitation of very energetic particles (>1 MeV) from the radiation belt and to plasma sheet heating, nor that which is associated with plasmoid ejections in the magnetotail and with tail lobe reconfiguration. For this particular period, the estimated energy flux of the MeV electrons measured by the SAMPEX satellite is about 0.5 GW, which is less than 1% of the total ionospheric energy deposition rate. It is difficult to estimate the energy deposition due to the plasma sheet heating, but a magnitude of 10$^2$ GW has been suggested by Weiss et al. [1992] as representative. Though plasmoid ejection can be a significant energy loss, it does not contribute to the net magnetospheric energy deposition since energy associated with plasmoids is originally extracted from and ultimately given back to the solar wind. Similarly, there is no net gain or loss in magnetic energy due to the magnetospheric reconfiguration throughout the
storm because the magnetosphere eventually resumes its original shape.

4. Summary

We have examined in this paper the global magnetospheric energy deposition during the January 1997 magnetic cloud event in terms of auroral precipitation and Joule heating in the high-latitude ionosphere as well as of ring current energy injection in the inner magnetosphere. During the 2-day storm period of January 10–11, the average globally integrated (summed over both hemispheres) Joule heating rate is 190 GW, the average ring current injection contributes 120 GW, and the average globally integrated auroral precipitation is 90 GW, resulting in a total magnetospheric energy deposition rate $U_T$ of 400 GW. As a comparison, the average solar wind electromagnetic power (or the $e$ parameter) for the same 2-day period is 460 GW, and the solar wind kinetic power $U_{SW}$ is 11,000 GW. However, the accuracy of the different energy budgets estimated in this study is subject to the availability of observations and the adequacy of knowledge in understanding the solar wind-magnetosphere coupling processes.

Variations of global ionospheric quantities, such as the cross-polar-cap potential drop, hemisphere-integrated Joule heating rate, and hemisphere-integrated auroral precipitation, represent important dynamic features associated with geomagnetic activity. A reasonably good correlation has been found between $AE$ and the various ionospheric quantities, with a coefficient between 0.59 and 0.91. In the northern hemisphere where the data coverage is relatively good, a proportionality factor of 0.06 kV/nT is found for the potential drop versus $AE$, 0.25 GW/nT for Joule heating versus $AE$, and 0.13 GW/nT for auroral precipitation versus $AE$. Note that in this study, the $AE$ index is based on observations from 68 ground magnetometers located between 55° and 76° magnetic latitude north and south. On average, the $AE$ index thus obtained (i.e., $AE(68)$) is about 35% larger than the standard $AE$ index. An apparent saturation of potential drop corresponding to large $AE$ is found. However, more data points with $AE > 1000$ nT are needed in order to verify if such asymptotic behavior is a profound feature of ionospheric electrodynamics.
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