Comparison of models and measurements at Millstone Hill during the January 24–26, 1993, minor storm interval
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Abstract. Results from four first-principle models are compared with Millstone Hill incoherent scatter radar and Fabry-Perot interferometer measurements taken during January 24–26, 1993, a period which included a minor geomagnetic storm. The models used in this study are the thermosphere ionosphere electrodynamics general circulation model (TIEGCM) with and without forcings from the assimilative mapping of ionospheric electrodynamics (AMIE) technique, the coupled thermosphere ionosphere model (CTIM), and the field line interhemispheric plasma (FLIP) model. The present study is the first time the AMIE inputs have been used in the TIEGCM model. TIEGCM and CTIM both underestimate the neutral temperature because of an underestimation of the Joule heating rate. An increase in the high latitude Joule heating would modify the thermospheric circulation. This could result in increases in \( N_2 \) and \( O_2 \) density above Millstone Hill, which would decrease the AMIE TIEGCM peak electron density (\( \text{NmF}_2 \)) to agree better with the observations, but would result in poorer agreement between CTIM and the data. The FLIP model \( \text{NmF}_2 \) is a little low compared to the data, perhaps because of an inadequacy of the mass spectrometer incoherent scatter (MSIS) model composition or the \( \Pi^0 \) flux in the model. Good agreement is obtained between atomic oxygen density [O] given by MSIS and [O] obtained from the radar data using a heat balance equation, provided an \( O^+ - O \) collision frequency factor of 1.3 is used. While the TIEGCM underestimates the electron and ion temperatures, the FLIP model reproduces major features of the data, apart from a large nighttime enhancement in \( T_e \). During the minor storm interval the observed neutral winds show alternating equatorward surges and abatements apparently due to passage of traveling atmospheric disturbances (TADs) seen in the model results. These are associated with a late evening increase in \( \text{NmF}_2 \) accompanied by a large increase in \( F_2 \) peak height (\( \text{hmF}_2 \)). These perturbations in \( \text{NmF}_2 \) and \( \text{hmF}_2 \) are not reproduced by the TIEGCM or CTIM. The \( \text{NmF}_2 \) increase may be due to a decrease in \( O \) recombination rate caused by the higher \( \text{hmF}_2 \), combined with compressional effects of a TAD and an enhanced downward flux of \( O^+ \) ions.

1. Introduction

The Millstone Hill (42.6°N, 288.5°F) incoherent scatter radar ran throughout the entire January 20–30, 1993, incoherent scatter coordinated observation day interval, and the data collected from this experiment represent an important resource for studies of the solstice thermosphere/ionosphere system at solar minimum. While most of the interval was geomagnetically quiet, a minor geomagnetic storm occurred on January 25–26, accompanied by an unusual late evening increase in \( \text{NmF}_2 \) and large increase in \( \text{hmF}_2 \). This differs from the dusk effect often observed at Millstone Hill during major storms, which consists of an early evening increase in \( \text{NmF}_2 \)
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immediately followed by the very low densities associated with a deep trough. A case study of the dusk effect seen during a major storm at Millstone Hill during May 1990 was recently described by Buonsanto [1995], who showed it to be due to a combination of mechanisms, including a traveling atmospheric disturbance (TAD), advection of higher-density plasma from lower latitudes, and neutral composition changes. However, it is at present unclear which of these mechanisms operate during other instances of the dusk effect and other storm-related electron density increases. This must be investigated through additional case studies which combine observations and physical models. We investigate in the present study the late evening increase on January 25–26, 1993. In addition to the radar data, we also have measurements of neutral winds collected by the Millstone Hill Fabry-Perot interferometer (FPI) on that night. We are fortunate that model runs are available from the thermosphere ionosphere electrodynamics general circulation model (TIEGCM) with and without inputs from the assimilative mapping of ionospheric electrodynamics (AMIE) procedure, as well as from the coupled thermosphere ionosphere model (CTIM) and the field line interhemispheric plasma (FLIP) model. The availability of runs from these different models affords us with a unique opportunity to assess the relative capabilities of these state-of-the-art first-principle models to reproduce a variety of observed parameters at a single location during both quiet and minor storm conditions.

This paper focuses on the interval 1200 UT (0700 LT), January 24 to 1200 UT (0700 LT), January 26, 1993, which included the minor storm. The purpose of the paper is twofold: (1) to compare
results from the four models and the observations to illustrate the current capabilities and shortcomings of the models; and (2) to try to understand the physical mechanisms for the late evening $NmF_2$ and $hmF_2$ enhancements in light of all the available data and model results. While numerous other comparisons between global models and data exist [e.g., Crowley et al., 1989b; Codrescu et al., 1992; Burns et al., 1995a b; Emery et al., 1996; Fesen et al., 1989, Forbes et al., 1987; Hedin et al., 1994; Hernandez and Roble, 1995; Szuszczewicz et al., 1996; M. V. Codrescu et al., Modeling the F layer during specific geomagnetic storms, submitted to J. Geophys. Res., 1996], this is the first such comparison study using four separate first-principle model simulations.

2. Summary of the Solar-Geophysical Conditions Accompanying the Disturbance

The four days January 21–24, 1993, preceding the minor storm interval were geomagnetically quiet, with daily $Ap$ varying between 4 and 10. The minor geomagnetic storm of January 25–26 began with a gradual storm commencement observed at eight geomagnetic observatories at times between 0200 and 0900 UT on January 25. The nearest geomagnetic observatory to Millstone Hill is Fredericksburg, Virginia (38.2°N, 282.6°E), where a gradual storm commencement was recorded at 0900 UT, or 0100 UT. $K_p$ reached a maximum of 5+ for two 3-hour intervals, and $Ap$ was 25 on this day. More details about the solar and geophysical conditions during this minor storm are given in sections 3.3 and 3.4 below where the forcings to the TIEGCM and CTIM models are described.

3. Description of the Data and Models Used

3.1. Incoherent Scatter Radar Experiment and Data Analysis

The Millstone Hill incoherent scatter radar experiment ran from 1232 UT on January 20, 1993, to 0004 UT on January 31, 1993. The experiment included a 0.410-ms pulse length single-pulse mode for F region measurements and 0.448-ms pulse length alternating code for the E region. During the 25-min experiment cycle, F region measurements were taken using both the zenith and steerable antennas, with the steerable antenna pointing north and west at a 45° elevation angle, and pointing up the local magnetic field line. The 0.410-ms pulse gave 61.5-km range resolution, and the alternating code gave 4.2-km range resolution.

Ionospheric $F_2$ peak densities ($NmF_2$) and heights ($hmF_2$) were obtained from spline fits to the 0.410-ms zenith antenna profiles. $NmF_2$ is calibrated by comparison with $f_0F_2$ data obtained with the local Digisonde. The electron temperature ($T_e$) and ion temperature ($T_i$) at a constant altitude of 300 km were obtained from similar spline fits to the 0.410-ms zenith $T_e$ and $T_i$ data.

The neutral exospheric temperature ($T_w$) and atomic oxygen density [O] at 300 km were calculated from the incoherent scatter data by solving the ion thermal energy balance equation [Bauer et al., 1970; Alcyade et al., 1982]. This technique has previously been used by Salah and Evans [1973], and Oliver [1990] to simultaneously determine $T_w$ and [O] above Millstone Hill. The [O] calculation only works during the daytime when there are sizeable differences between the neutral temperature ($T_w$), $T_e$, and $T_i$.

The ion drift vector at 300 km was obtained from the 0.410-ns data between 250 and 350 km, using measurements taken from the zenith antenna and the steerable antenna pointed to the north and west at 45° elevation angle. The least squares inversion method assumes uniform horizontal velocity above the station but fits a second-degree polynomial to the vertical component. The ion drift vector is decomposed into components antiparallel ($V_{eq}$) to the Earth’s magnetic field line (B), perpendicular to B and horizontal eastward ($V_{eq}$), and perpendicular to B upward and northward ($V_{eq}$). The horizontal (magnetic) northward ion drift component ($V_{eq}$) is also derived for comparison with the neutral meridional wind ($U_{mer}$). $U_{mer}$ is obtained from $V_{eq}$ and a calculation of the velocity of diffusion ($V_{eq}$) of O along B through the neutral atmosphere, using the method of Salah and Holt [1974] and the MSIS-86 neutral atmosphere model.

For calculation of $U_{mer}$, $T_{ex}$, and [O], the O"\textsuperscript{2}–O collision cross section is required. Burnside et al. [1987] analyzed coincident Arecibo incoherent scatter and FPI winds data and concluded that the formula derived by Dalgaruno [1964] and Banks [1966] should be multiplied by a factor $F=1.7$. A similar study at Millstone Hill [Sipler et al., 1991] gave $F=1.9$. Salah [1993] summarized results to date, suggesting $F=1.7$ be called the Burnside factor and be adopted as an interim standard for the Coupling, Energetics, and Dynamics of Atmospheric Regions (CEDAR) program. Recent work [Pescnell et al., 1993; Reddy et al., 1994; Davis et al., 1995] suggests a smaller F value. Use of the smaller cross section recommended by Pescnell et al. results in significantly larger equatorward winds at night when diffusion is more important. For example, the maximum equatorward wind observed on the disturbed night of January 25–26, 1993 was 111 m s\textsuperscript{-1} when the Salah cross section was used, and 147 m s\textsuperscript{-1} when the Pescnell et al. cross section was used. The effect of using the smaller Pescnell et al. cross section on calculations of $T_{ex}$ is very small ($<1 K$), but it results in an increase of ~50% in [O] obtained from incoherent scatter data during the daytime periods when [O] can be estimated from the ion energy balance equation.

3.2 Fabry-Perot Interferometer Experiment and Data Analysis

The Millstone Hill Observatory Fabry-Perot interferometer operated on the night of January 25–26, 1993, with clear-sky conditions. A slight mechanical misalignment caused the sensitivity of the instrument to be reduced (about 50%), but intensities were high enough that good data were obtained for the period 2253 UT on January 25 to 1121 UT on January 26. Our standard data acquisition observing sequence was used, that is, observations were made at azimuths of 45°, 135°, 225°, and 315°, all at an elevation of 30°. A zenith observation was included and was used as a zero velocity reference for the derivation of line-of-sight winds. Vector winds can be derived from pairs of observations at right angles to each other. We assume that wind variations with longitude are equivalent to local time variations, so that we ignore the NE-SF and NW-SW pairs and use only the NE-NW and SE-SW pairs of observations in our standard analysis, giving us a wind at two different latitudes, to the north and south of the observatory respectively. Latitudinal gradients are observed frequently at Millstone Hill Observatory, and gradients were observed on this night with meridional wind differences up to 100 ms\textsuperscript{-1} at the two latitudes which are separated by about ±3° from Millstone Hill. Since the radar analysis gives winds at the observatory location, our meridional winds from north and south latitudes were linearly interpolated to find the wind overhead. The altitude of peak 630 nm emission was calculated following the method of Link and Cogger [1988] and Sipler et al. [1991].

3.3. TIEGCM

The TIEGCM, described by Richmond et al. [1992], self-consistently calculates electrodynamical interactions in the coupled thermosphere/ionosphere system. The model solves the time-dependent nonlinear primitive equations for momentum, energy,
Figure 1. Input values to the TIEGCM using AMIE high latitude inputs from 31 northern hemisphere and 32 southern hemisphere patterns between 1100 UT on January 24 and 1300 UT on January 26, 1993. The x-axis is the local time at Millstone Hill. (top) Daily 10.7 cm solar flux and the 3-solar rotation average, (middle) hemispheric power in GW, and (bottom) cross-tail potential in kV.

continuity, hydrostatics, current density and the equation of state to obtain predictions of neutral and ionized densities, temperatures, and winds. Chemical species included are $\text{N}_2$, $\text{O}_2$, O, N(NO), N2(2D), NO, N2+, O2+, O+, NO+ and N+. The chemical reactions and reaction rates incorporated are identical to those in the field line interhemispheric plasma model described in section 3.5 below. The model has a latitude and longitude resolution of 5°. The vertical dimension is nonuniform and is formulated in pressure levels with 2 grid points per scale height. Typically, the model solves for 25 pressure levels extending from about 97 to 300–500 km with the upper boundary determined by the solar activity level. For this period, the upper boundary was around 430 km.

The required inputs for the TIEGCM arc semiannual tides at the bottom boundary, O+ fluxes at the top boundary, solar EUV and UV fluxes parameterized by the daily and 3 solar rotation 10.7 cm solar flux, and a description of the high-latitude energy and momentum sources [e.g., Roble and Ridley, 1987]. The prescription of the high-latitude sources are described in the next two sections.

Propagating tidal components are incorporated as perturbations to the lower boundary as described by Fesen et al. [1991]. Contributions from the semidiurnal modes (2,2) through (2,6) plus the diurnal (1,1) mode are included [e.g., Forbes et al., 1993].

The solar fluxes during the period were obtained from the National Geophysical Data Center (NGDC). In the model, the fluxes were updated once per day since both the daily and 3-solar rotation fluxes were nearly constant over the campaign as shown in Figure 1a. The daily solar flux varied between 101 and 104, with the 3-solar rotation flux set to 130. These values are close to solar minimum.

Two runs of the TIEGCM were carried out for the January 1993 campaign. The first used the assimilative mapping of ionospheric electrodynamics (AMIE) technique to specify the high-latitude forcings, while the second used only total hemispheric power, cross-polar cap potential, and the east-west component of the interplanetary magnetic field. More information about these two runs is now provided.

3.3.1 TIEGCM with AMIE Input. The high latitude inputs needed in the TIEGCM can be specified by the results of the assimilative mapping of ionospheric electrodynamics (AMIE) procedure. The AMIE procedure has been described by Richmond and Kamide [1988], and used for various campaign studies [e.g., Knipp et al., 1993]. The high-latitude inputs needed are the electric potential, the auroral electron energy flux, and the mean Maxwellian energy of the auroral electrons. Additional inputs of the cusp and drizzle precipitation are parameterized as a function of the hemispheric power index. The location of the cusp is placed near the dayside convection entry of the AMIE convection patterns, while the polar cap drizzle is placed poleward of the average convection reversal radius.

The AMIE electric potential patterns were first used in the thermosphere general circulation model (TGCN) by Crowley et al. [1989a, b] for the period of September 18–19, 1984. The auroral electron energy flux and mean energies are described by Emery et al. [1996] and were added to the electric potential results for the March 28–29, 1982, case examined in several thermosphere ionosphere general circulation model (TIGCM) runs [Lu et al. 1995; Emery et al., 1996; Sassezeczewicz et al., 1996]. The present study is the first time the AMIE inputs have been used in the TIEGCM model.

The hemispheric power index is used to determine the statistical patterns of auroral electron energy flux [Fuller-Rowell and Evans, 1987] as well as the electric potential [Foster et al., 1986]. The Maxwellian mean energy of the electrons is inferred from the ratio of the Hall-to-pedersen ratio of the Fuller-Rowell and Evans [1987] conductance patterns by finding the Maxwellian distribution that produces the same ratio (T. J. Fuller Rowell, personal communication, 1992).

The hemispheric power is initially estimated from the NOAA 12 satellite and three Defense Meteorological Satellite Program (DMSP) satellites: F8, F10, and F11. The values are binned each UT hour and then converted to a hemispheric power index to determine statistical patterns of the auroral energy flux, mean energy, and electric potential. Conjugacy is assumed, although the error bars on conjugate data are increased by 50%. The resulting AMIE fits of the auroral energy flux uses the measured satellite electron fluxes in addition to estimates from 74 ground magnetometers between 50° and 78° using-conductance estimates based on Ahn [1983] and converted to auroral energy flux and mean energy using the inverse of the formulas of Robinson et al. [1987]. The calculated hemispheric power from these fits is shown in Figure 1b for both hemispheres.

The cross-tail potential drop shown in Figure 1c is calculated from AMIE patterns of electric potential deduced using the initial statistical patterns, ion drift meter (IDM) cross-track drift data from DMSP-F8, F10, and F11, retarding potential analyzer (RPA) along-track drift data from DMSP-F10 and F11, ion drifts from the HF radar at Goose Bay, ion drifts from the incoherent scatter radars at Eiscat and Millstone Hill, and deviation magnetic data from 104 ground magnetometer stations, of which 18 were in the southern hemisphere. The magnetometer data required conductance esti-
mates that were found in conjunction with the auroral parameters described above. The ground magnetometer coverage was not very even, with great data gaps over oceans and Russia. That is why the data times were selected to coincide with DMSP passes with ion drift data in each hemisphere, and why ±35 min (or 70 min) of data were averaged into each calculation.

The final AMIE patterns were converted to the TIEGCM grid and linearly interpolated between the 17T times of each pattern. Because of conjugacy, the auroral inputs were updated in each hemisphere by duplicating whatever pattern was available in the opposite hemisphere. The electric potential patterns were specific to each hemisphere because of differing IMF By effects. The potential drops in Figure 1c are similar in both hemispheres and give rise to similar structures in the Joule heating. The Joule heating events should give rise to gravity waves which may or may not be detected at Millstone Hill depending on the location of the heating with respect to Millstone.

3.3.2. TIEGCM without AMIE input. In the TIEGCM run which does not incorporate the AMIE technique to represent the high-latitude energy and momentum sources, the cross-polar-cap potential (CCP), the total hemispheric power (HP), and the east-west component of the interplanetary magnetic field (By) are used to parameterize the effects of auroral processes. The components of the interplanetary magnetic field were obtained from the National Space Science Data Center (NSSDC). The NSSDC data were used to specify By at 12-hour intervals during the January 1993 campaign; the sparseness of the data precluded more detailed information. The CCP and HP were calculated from the Kp index which was obtained from the NGDC for the observation period. Time histories of the Kp index, HP, CCP, and By for the campaign period are shown in Figure 2. While the actual Kp values (constant for each 3-hour interval) are shown in Figure 2, Kp was assumed to vary smoothly between points at the middle of each 3-hour interval. The relation between CCP and Kp was parameterized as CCP = 29 + 11Kp (P. H. Reiff, personal communication, 1985). The result was a set of CCP values at 3-hour intervals over the campaign. A three-point smoothing was then done using a boxcar average; thus the final set of CCP values represents a smoothing over 6 hours. Similarly, the relation between HP and Kp was expressed as HP = −2.78 + 9.35Kp [Maeda et al., 1989]. The resulting set of 3-hour HP values was smoothed over 5 points so that the final set of HP values was smoothed over 12 hours. The empirical convection model of Heelis et al. [1982] is used for calculations of ion drag and Joule heating which are updated at each time step.

3.4. CTIM

The coupled thermosphere ionosphere model (CTIM) has been presented in previous publications by Fuller-Rowell and Rees [1980, 1983] and Fuller-Rowell et al. [1987], and used extensively over the last 15 years.

The thermospheric code simulates the time-dependent structure of the wind vector, temperature, and density of the neutral thermosphere by numerically solving the non-linear primitive equations of momentum, energy, and continuity. The global atmosphere is divided into a series of elements in geographic latitude, longitude, and pressure. Each grid point rotates with Earth to define a non-circular frame of reference in a spherical polar coordinate system. The momentum equation is nonlinear, and the solution describes the horizontal and vertical advection, curvature and Coriolis effects, pressure gradients, horizontal and vertical viscosity, and ion drag. The nonlinear energy equation is solved self-consistently with the momentum equation; it includes three-dimensional advection, horizontal and vertical heat conduction by both molecular and turbulent diffusion, heating by solar UV and EUV radiation, cooling by infrared radiation, and Joule heating. Time-dependent major species composition equations are solved including the evolution of O, O2, and N2, under chemistry, transport and mutual diffusion [Fuller-Rowell et al., 1994]. The line-dependent variables of southward and eastward wind, total energy density, and concentrations of O, O2, and N2 are evaluated at each grid point by an explicit, time-stepping numerical technique.

The equations for the neutral thermosphere are solved self-consistently with a high-latitude and midlatitude ionospheric convection model [Quegan et al., 1982]. In the version of CTIM used here, the ionosphere is computed self-consistently with the thermosphere poleward of 23 deg latitude in both hemispheres. The empirical ionospheric model of Chiu [1975] is used at equatorial latitudes. In this coupled model the ionospheric Lagrangian frame has been modified to be more compatible with the Eulerian frame by the use of a semi Lagrangian technique [Fuller-Rowell et al., 1987]. Transport under the influence of the magnetospheric electric field is explicitly treated, assuming E x B drifts and collisions with the neutral particles. The densities of atomic ions H+ and O+ and the ion temperature are evaluated over the height range from 100 to 10,000 km, including horizontal transport, vertical diffusion and the ion-ion and ion-neutral chemical processes. Below 400 km the additional contribution from the molecular ion species N2+, O2+, and NO+ and the atomic ion N+ are included. The ion temperature is calculated under the assumption of thermal balance between heat
energy equations, and photoelectron transport equations along the entire $L=3$ flux tube over Millstone Hill starting above 80 km in each hemisphere [Richards et al., 1994a, b]. The model has been tested and validated with many different data sets during the past 10 years. In this run, the FLIP model calculates the densities and field aligned diffusive velocities of major and minor ions as described by Craven et al. [1995] simultaneously with many other quantities [Torr et al., 1990]. Solar EUV fluxes are calculated using the EUVAC model [Richards et al., 1994c]. Momentum forcing is provided by calculating the equivalent meridional wind as needed to fit the $F_2$ peak height ($h_mF_2$) at each model time step using the algorithm of Richards [1991]. In the northern hemisphere, FLIP uses the $hmF_2$ measured by the Millstone Hill radar; in the southern hemisphere the values of $hmF_2$ predicted by the International Reference Ionosphere (IRI) [Bilitza, 1986] are used given the lack of simultaneous measurements. The model can also run with any input meridional (equivalent) winds; results based on different wind assumptions are discussed by D. J. Melendez-Alvira et al. (unpublished manuscript, 1996).

The model ran in a storm-mode where 3-hourly $K_p$ values are input to the MSIS-86 model in order to simulate the effects of magnetic activity on the thermosphere. Both MSIS and EUVAC require specification of the daily F10.7 index to determine short-term variations and the 81-day centered average F10.7 to determine long-term variations. Photoelectron energy fluxes are calculated with a modified two-stream transport algorithm [Young et al., 1980]. An adjustable parameter in the model is the fraction of the energy of the escape photoelectron flux that is trapped in the plasmasphere and prevented from reaching the ionosphere. This parameter represents the phenomenological loss of photoelectrons due to pitch angle and energy scattering in the plasmasphere [Lejeune and Wormser, 1976, Mantas et al., 1978; Khabanov and Liemohn, 1995]. In this run 20% of the escape photoelectron energy flux is trapped continuously although the photoelectron flux varies in time and altitude. The trapped energy is redeposited as an electron heat flux that ultimately heats ionospheric thermal electrons. The choice of 20% is conservative and consistent with photoelectron transport models calculated by Khazanov and Liemohn and with trapping factors needed to model measured ion temperatures by Newberry et al. [1989].

4. Results and Discussion

Figure 4 shows the exospheric temperature $T_{ex}$ determined from the radar data and heat balance calculation, compared with $T_{ex}$ given by the MSIS-86 model, and neutral temperature ($T_n$) at 300 km given by the CTIM, the AMIE TIEGCM, and the no AMIE TIEGCM runs. The difference between $T_n$ at 300 km and $T_{ex}$ in the MSIS-86 model is small (~ 10 K or less). The radar data agree quite well with MSIS-86, however the CTIM and TIEGCM model runs give temperatures ~100 K smaller. This is apparently due to an underestimate of the high latitude Joule heating in the models. A 30% increase in high latitude electric fields was included in CTIM to account for effects of electric field variability on the Joule heating rate [Codrescu et al., 1995], but even larger electric fields would be needed to give agreement with the data. While the AMIE TIEGCM electric fields are most accurate due to the large amount of data used in deriving them, the Joule heating rate does not include a correction for electric field variability. Such a correction would improve agreement with the radar data and MSIS model $T_n$.

Figure 5 shows the neutral atomic oxygen density [O] at 300 km obtained from the same radar data and heat balance calculation, compared with [O] from MSIS-86 and the CTIM, AMIE TIEGCM, and no AMIE TIEGCM model runs. The estimated uncertainty in
Figure 4. Exospheric temperature on January 24–26, 1993, derived from Millstone Hill incoherent scatter radar data using a heat balance calculation (circles), and given by the MSIS-86 model (solid line). Neutral temperature at 300 km altitude given by CTIM (dashed curve), the AMIE TIEGCM (dot-dashed curve), and the no AMIE TIEGCM (dotted curve).

MSIS-86 [O] is 15–30% [Hedin, 1987]. The heat balance calculation used the O*–O collision cross section recommended by Salah [1993]. This cross section includes a 1.7 multiplicative factor times the cross section of [Dalgarno, 1964; Banks, 1966]. The [O] obtained from this heat balance calculation using the radardata are generally smaller than the MSIS-86 model [O]. However, if the smaller O*–O collision cross section recommended by Pesnell et al. [1993] were used, the derived [O] would increase by ~ 50%, giving good agreement with the MSIS-86 model. The Pesnell et al. cross section includes a factor of 1.3 times the cross section of Dalgarno [1964] and Banks [1966]. The CTIM [O] also agrees well with MSIS, but [O] from the two TIEGCM runs are lower, in better agreement with the results of the radar heat balance calculation using the Salah et al. O*–O collision cross section.

Figure 6 shows the electron temperature ($T_e$) and ion temperature ($T_i$) as measured by the incoherent scatter radar, compared with results from the FLIP model, the AMIE TIEGCM and no AMIE TIEGCM model runs. The FLIP model agrees well with the observed $T_e$ and reproduces many features of the $T_e$ variation as well. One feature it misses, however, is the large $T_e$ enhancement on the night of January 24–25. Such large nighttime $T_e$ enhancements are frequently observed in winter at Millstone Hill [Garner et al., 1994]. They are apparently associated with heating due to photodissociation of molecular oxygen in the sunlit conjugate hemisphere. $T_e$ and $T_i$ from both TIEGCM model runs generally underestimate the data. This may be due to the large values of $NmF_2$ in the TIEGCM (shown below), since the electron cooling rate is proportional to the electron density. The ion temperature is determined by a balance between heating due to collisions with the electrons and cooling via collisions with the neutrals (heat balance). Thus the low TIEGCM $T_i$ is a consequence of the low TIEGCM $T_e$ and $T_r$.

Figure 7 shows the horizontal neutral wind in the magnetic meridian plane ($U_{mer}$), positive northward, given by the incoherent scatter radar, the Fabry-Perot interferometer, and the CTIM, AMIE TIEGCM, and no AMIE TIEGCM runs. The radar winds as well as the CTIM and TIEGCM winds were calculated at a height of 300 km. FPI wind measurements were not available for the night of January 24–25. For the FPI winds on the night of January 25–26 our calculations of the altitude of peak 630-nm emission gave values varying between 257 and 294 km over the course of the night. The lower altitude may explain why the FPI winds are generally smaller in magnitude compared to the radar winds. The winds derived from the radar data are generally more southward than the model winds over the 2-day interval. As the thermospheric circulation is set up by pressure gradients originating in high-latitude Joule and particle heating, the underestimate of the high-latitude Joule heating discussed earlier could be the cause of this difference between the radar and model winds. Hagan [1993] calculated average quiet time wind patterns at 300 km altitude from Millstone Hill radar data and found that the meridional winds at solar minimum had a strong equatorward component, in agreement with the present radar results.

The night of January 25–26 was characterized by recurrent equatorward surges in the neutral wind, followed by abatements. This

Figure 5. Atomic oxygen density at 300 km altitude on January 24–26, 1993, derived from Millstone Hill incoherent scatter radar data using a heat balance calculation (circles), and given by the MSIS-86 model (solid line), CTIM (dashed curve), the AMIE TIEGCM (dot-dashed curve), and the no AMIE TIEGCM (dotted curve). Calculations used the O*–O collision cross section recommended by Salah [1993].

Figure 6. Electron temperature ($T_e$) and ion temperature ($T_i$) at 300 km altitude on January 24–26, 1993, observed by the Millstone Hill incoherent scatter radar (circles), and given by the FLIP model (dashed curve), the AMIE TIEGCM (dot-dashed curve), and the no AMIE TIEGCM (dotted curve).
pattern is seen in both the radar and FPI wind data, and is reproduced by CTIM and the AMIE TIEGCM. The equatorward surges are clearly associated with the passage of traveling atmospheric disturbances seen in both the AMIE TIEGCM and CTIM results. These surges are not seen in the NO AMIE TIEGCM results because of the considerable smoothing of the model inputs (Figure 2).

Figure 8 shows the simple Joule heating at 0150 UT on January 26 (2050 LT on January 25 at Millstone Hill) from AMIE. This is related to the square of the electric field multiplied by the Pedersen conductance, where the effects of the neutral wind are ignored. The neutral winds generally decrease the magnitude of the Joule heating by about 30% [Lu et al., 1995] but do not usually move the regions of maximum Joule heating, which are a source region for gravity waves and TADs. Figure 8 shows strong Joule heating near 0000 MLT, which began earlier around 0000 UT and ended before 0300 UT. A gravity wave is seen in the AMIE TIEGCM propagating to the equator in about 2 hours along the 75° W meridian near Millstone Hill with maximum upward vertical velocities around 300 km occurring between 0000 and 0300 UT and between 62° and 72° geographic latitude. This corresponds to a region between 72° and 82° magnetic latitude and around 2130 MLT at 0150 UT. Comparison with Figure 8 shows that the source region for the gravity wave seen at 75° W is the western edge of the large heating near 0000 MLT. The direct effects of the gravity wave at Millstone Hill in the AMIE TIEGCM results are increases in the equatorward wind between 0100–0200 UT (2000–2100 LT in Figure 7), and increases in the hmF2 between 0100–0300 UT (2000–2200 LT in Figure 10 discussed later).

Figure 9 shows the vertical ion drift velocity as seen in incoherent scatter radar zenith antenna measurements from midafternoon through the evening of January 25. Figure 9 reveals a complicated pattern of updrafts and downflows caused by the neutral winds and electric fields present during this period. Increases in NmF2 and hmF2 (discussed below) appear to be related to the strong downward fluxes near 1800, 1945, and 2230 LT. The magnitude of the large downward flux at 1800 LT is also partly the normal sunset downward flux described by Evans [1975]. Upward drifts from low altitudes at the times of downward fluxes from the topside result in a convergence of ionization into the F2 peak region.

Figure 8. Simple Joule heating (330.6 GW) from AMIE in the northern hemisphere at 0300 UT on January 26, 1993 (2150 UT on January 25 at Millstone Hill) as a function of magnetic latitude and magnetic local time. The large heating near 75° magnetic latitude and 0000 MLT is the source region of the gravity wave launched around 0000 UT and seen at Millstone Hill shortly after increases in the equatorward wind and the hmF2.

Figure 10 shows NmF2 and hmF2 for the 2-day interval. The radar data are shown, together with results from the FLIP model, CTIM, AMIE TIEGCM, and no AMIE TIEGCM runs. The FLIP model automatically adjusts itself to match the observed hmF2. NmF2 from the FLIP model is a little low compared to the data. This could be due to an inadequate downward H+ flux, or an underestimate of the [O]/[N2] ratio by the MSIS-86 model. CTIM agrees well with the NmF2 data, though hmF2 is a little low. AMIE TIEGCM produces the largest values of NmF2, and hmF2 is low. This is apparently associated with the inadequate Joule heating rate and with the low ionospheric temperature shown in Figure 4. An increase in the high-latitude Joule heating would modify the thermospheric circulation resulting in increases in N2 and O2 density above Millstone Hill. This would increase the O+ recombination rate, decreasing the AMIE TIEGCM peak electron density (NmF2) to agree better with the observations, but would result in poorer agreement between CTIM and the data. Since the F2 peak lies near the region where recombination and diffusion are of approximately equal importance [Rishbeth, 1967], a larger recombination rate would also result in a higher hmF2, again in better agreement with the radar data. NmF2 from the no AMIE TIEGCM agrees better with the NmF2 data, in spite of a low Tp. This is apparently a consequence of the lower atomic oxygen density in the no AMIE TIEGCM compared to the AMIE TIEGCM (Figure 5).

The large downdrafts of vertical ion velocity on the evening of January 25 shown in Figure 9 at upper altitudes appear to be correlated with strong updrafts below 250 km. The convergences around 1800, 1945, and 2230 UT appear to lead to increases in the hmF2 in Figure 10, with the largest sustained increase seen around 2230 LT. There are corresponding increases at these times in the Ne contours shown in Figure 11, which are again most noticeable in NmF2 in Figure 10 around 2230 LT. The increases in NmF2 are most likely the combined result of lower loss rates from having the layer lifted up, an increase in the downward O+ flux, and a convergence of ion-
ization into the $F_2$ peak region. Neither the CTIM nor the TIEGCM reproduce the large $hmF_2$ increase, though AMIE TIEGCM gives a small increase.

The O\textsuperscript{+} flux is a product of the electron density in Figure 11 and the vertical ion drift in Figure 9. A test AMIE TIEGCM run was made between 2100–2400 LT on January 25 (0200–0500 UT on January 26) where the downward O\textsuperscript{+} nighttime flux was increased worldwide by a factor of 10 to a peak of $-1.5 \times 10^7$ cm\textsuperscript{2}s\textsuperscript{-1} at 2230 LT (0330 UT) consistent with the flux measured around 450 km by the Millstone radar. There was an increase in the $NmF_2$ at 2300 LT, one hour after the maximum downward flux, which was a little over a factor of 2 increase in $NmF_2$ compared to the value at 2130 LT, and a little over a factor of 3 increase in $NmF_2$ at 2400 LT compared to the standard run which had a constant nighttime downward O\textsuperscript{+} flux of $-1.5 \times 10^7$ cm\textsuperscript{2}s\textsuperscript{-1}. With the large increase in $N_E$ there was a corresponding decrease of 150 K in $T_E$ at 2400 LT. The $hmF_2$ decreased before by 35 km in this 3 hour period, but in the test run, increased by 13 km in the first hour, and then decreased by 43 km to be within 5 km of $hmF_2$ in the standard run. There were only small changes in the other parameters with this transitory increase in the O\textsuperscript{+} flux at night.

To further aid our interpretation of the variations of $NmF_2$ and $hmF_2$, we show in the bottom panel of Figure 12 a comparison of $U_{mer}$ with the northward (horizontal) ion drift velocity ($V_N$) observed by the incoherent scatter radar. The top panel shows the time constant for ion drag, which is the inverse of the neutral-ion collision frequency, calculated using the observed electron density at 300 km and the MSIS-86 model. A short time constant means the ions can effectively accelerate the neutrals through collisions, so that the neutral wind tends to follow the ion motion. The ion drag time constant increases greatly after midnight due to the sharp decrease in electron density (Figure 10). On January 24 the winds and ion drifts are closely coupled, but major differences are seen between $U_{mer}$ and $V_N$ during the minor storm interval (January 25–26) due to rapid changes in electric fields and neutral winds. In par-
Figure 2. Millstone Hill, January 24–26, 1993. (top) Time constant for ion drag, which is the inverse of the neutral-ion collision frequency, calculated using the observed electron density and the MSIS-86 model. (bottom) Neutral wind ($U_{net}$) and ion drift ($V_p$), both in the magnetic meridian plane, horizontal, and positive northward.

Figure 3. Components of the ion drift vector at 300 km altitude above Millstone Hill on January 24–26, 1993. (top) $V_{LE}$ perpendicular to the Earth’s magnetic field, positive eastward. (middle) $V_{LN}$, perpendicular to the Earth’s magnetic field, positive northward. (bottom) $V_{LP}$, antiparallel to the Earth’s magnetic field, positive upward. Millstone Hill incoherent scatter radar data (solid line) are compared with results from the AMIE TIEGCM (dashed line) and the no AMIE TIEGCM (dotted line).

The AMIE TIEGCM shows a northward $V_{LN}$ between 1900 and 2200 LT in agreement with the data, but the no AMIE TIEGCM does not. The agreement between AMIE and the data might be unexpected since the Millstone Hill data were included in the AMIE analysis. The bottom panel of Figure 3 shows $V_p$, the component of the ion drift velocity upward along the Earth’s magnetic field. This component is small and unexpectedly downward during the equatorward wind surge. While the neutral wind tends to lift the plasma up the field line, this effect is overcome by a large downwards diffusion velocity. $V_p$ becomes strongly negative (downward) when the neutral wind turns northward at 2200 LT.

It appears from the preceding that the large rise in $hmF_2$ and the $NmF_2$ increase above Millstone Hill on the evening of January 25, 1993, was a complex local event, beyond the capabilities of the best current large-scale first-principle models to easily reproduce. The rise in peak height was much larger than the normal rise associated with the turn-off of production and consequent increased decay at lower levels. The perpendicular northward ion drift and southward wind surge clearly produced an uplifting effect. The increase in peak density is partly explained by the large $hmF_2$ rise, which decreased markedly the O$^+$ recombination rate at the $F_2$ peak. However, compressional effects of traveling atmospheric disturbances and increased downward fluxes of ionization appear to have contributed to it. The possible role of neutral composition changes associated with the geomagnetic activity [e.g., Burns et al., 1991] has not been possible to assess since there are no observations of $N_2$ or $O_2$ and neither the TIEGCM nor CTIM reproduced the $NmF_2$ increase.
5. Conclusions

In this paper we have compared results from four first principle models run with Millstone Hill incoherent scatter radar and Fabry-Perot interferometer data collected during January 24–26, 1993. This interval included a minor storm with a late evening increase in \( NmF_2 \) accompanied by a large increase in \( hmF_2 \). We report here the first results from the NCA TIEGCM run with input from the AMIE technique, as well as results from the no AMIE TIEGCM, CTIM, and the FLIP model.

The TIEGCM and CTIM underestimated the neutral temperature due to an inadequate Joule heating rate. While CTIM included a 30% increase in high-latitude electric fields to account for effects of \( E \)-field variability [Codrescu et al., 1995], this increase is not sufficient to reproduce the observed \( T_n \). No such increase in high-latitude heating was applied to the TIEGCM. A larger high-latitude Joule heating rate would modify the thermospheric circulation, which could increase the \( N_2 \) and \( O_2 \) density above Millstone Hill resulting in a larger \( O^+\rightarrow O \) recombination rate. This would decrease the AMIE TIEGCM \( NmF_2 \) to agree better with the observations, but would result in poorer agreement between CTIM and the data. Good agreement was found between [O] given by the MSIS-86 model and the radar data provided an \( O^+\rightarrow O \) collision frequency factor of 1.3 was used. Best agreement with observed \( T_n \) and \( T_F \) was given by the FLIP model, although it could not reproduce the large nighttime enhancement in \( T_n \) on January 24–25. Throughout most of the 2-day interval, the observed neutral winds are more equatorward or less poleward, compared to the winds given by the TIEGCM or CTIM. This may be due to the inadequate high-latitude heating rate in the models.

During the minor storm on the evening of January 25, the observed and model neutral winds show alternating equatorward surges and abatements which are accompanied by strong updrafts and downdrafts in \( O^+\) ion velocity seen by the incoherent scatter radar. Traveling atmospheric disturbances (TADs) are seen in the CTIM and TIEGCM at these times. Neither CTIM nor the TIEGCM is able to reproduce the large \( hmF_2 \) increase and the \( NmF_2 \) increase (2130–2300 LT), although the AMIE TIEGCM shows a small increase in \( hmF_2 \). This increase in \( hmF_2 \) appears to be associated with a perpendicular northward ion drift due to an electric field of magnetospheric origin, coincident with a strong southward neutral wind surge at a time when the electron density at lower altitudes is decaying rapidly due to lack of production. The best explanation for the \( NmF_2 \) increase appears to be a downward flux of \( O^+ \) ions coincident with a convergence of ionization into the \( F_2 \) peak due to the passage of the TADs.
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