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Abstract—A digital method for the discrimination of neutron and $\gamma$-ray events from an organic scintillator has been investigated by using frequency gradient analysis (FGA) based on the Fourier transform. Since the scintillation process and the photomultiplier tube (PMT) anode signal are often very noisy, most pulse-shape discrimination methods in a scintillation detection system (e.g., the charge comparison (CC) method or pulse gradient analysis (PGA)) using time-domain features of the signal depend greatly on the associated de-noising algorithm. In this research, the performance of the new FGA method and the PGA method have been studied and compared on a theoretical basis and then verified by time-of-flight (TOF). The frequency-domain features extracted by the FGA method exhibit a strong insensitivity to the variation in pulse response of the photomultiplier tube (PMT) and can be used to discriminate neutron and $\gamma$-ray events in a mixed radiation field. It is shown that the FGA method results in an increased figure of merit (FOM) which corresponds to a reduction in the area of overlap between neutron and $\gamma$-ray events. The PGA method has the potential to be implemented in current embedded electronic systems to provide real-time discrimination in standalone instruments.
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I. INTRODUCTION

ORGANIC scintillation detectors have often been used for the detection and spectroscopy of a wide assortment of radiations. For the vast majority of liquid organic scintillators, the composite yield curve consists of two exponential decays—the fast and slow components of the scintillator. Because the fraction of light that appears in the slow component often depends on the nature of the exciting particle, one can use this dependence to differentiate different kinds of radiation. Certain organic scintillators, including stilbene and a number of commercial liquid scintillators, are particularly good exponents of this phenomenon that is exploited via pulse shape discrimination (PSD). This is because of the large differences in the slow component induced by different radiations in these media. When organic scintillators are used as neutron detectors, PSD is an essential requirement because all neutron fields coexist with an associated $\gamma$-ray component, arising as a result of scattering reactions of the neutrons with materials in the environment and as direct by-products of the primary reaction producing the neutron field [1].

A number of techniques for PSD have been investigated with varying degrees of success. The most popular of these are the charge comparison method [2] and the zero crossing method [3]. Both of these methods were originally implemented in analogue electronics, often in dedicated instrumentation modules or nuclear instrument modules (NIMs). More recently, both of these methods have since been implemented in the digital domain as digital electronic platforms have become available with the requisite speed and cost to make this possible. These methods have become the industrial standards to be used to compare with other new proposed discrimination methods, such as the correlation method [4] and the curve-fitting method [5].

In recent years, artificial neural networks (ANN) and fuzzy systems (FS) have emerged as mature technologies, with successful applications across many fields. They are particularly effective as pattern recognition tools, and on this basis ANN and FS can be used to classify neutron and $\gamma$-ray events from the measurements performed by organic liquid scintillation detectors. In particular, G. Liu et al. [6] used a classic back-propagation (BP) neural network to process the shape of light pulses in an organic liquid scintillator; while D’Antone [7] proposed an approach based on fuzzy logic for pulse-shape discrimination in a single-layer scintillator detector.

In order to take advantage of capabilities offered by fast digital electronics, B.D’Mellow et al. [8] presented a discrimination approach that is computationally simple, referred to as pulse gradient analysis (PGA). This technique provides real-time, digital characterization of environments where neutrons and $\gamma$ rays co-exist. The performance of the PGA method has been compared against a digital implementation of the conventional charge comparison method which demonstrated the PGA method provides an improvement in discrimination ability. Very recently, a dedicated portable instrument has been developed that provides real-time discrimination of mixed fields that is based on the PGA algorithm deployed on Xilinx Virtex 5® field-programmable gate array [9].

All of the above pulse-shape discrimination methods use time-domain features of the signal, e.g., the implementation of charge comparison method generally relies upon the integration of the pulse over two different intervals and that of PGA method is based on the comparison of the relative heights of samples in the trailing edge of the pulse. Since the scintillation process...
and the photomultiplier tube (PMT) anode signal are often very noisy and time-domain features are naturally highly dependent on the signal amplitude at specific times, these pulse-shape discrimination methods can have a great dependency on the de-noising algorithm. For example, the results of simulation of PGA show that the efficacy of this method in the presence of significant PMT variation in pulse response is reduced significantly [8]. In the absence of this source of variance to the signals, the FOM of PGA is theoretically infinite.

Based on the above considerations, some researchers have begun to consider PSD methods operating in the frequency domain. Compared with time domain, the methods developed in frequency domain are more robust to the natural variance in the pulse response arising from the PMT. There are two popular mathematical approaches to such spectral analysis: the Fourier transform and the wavelet transform. The Fourier transform is usually considered to be the best transformation between time and frequency domains because it is time-shift invariant; while the wavelet transform is an efficient tool with which to analyze non-stationary signals on a time-frequency scale.

S. Yousefi et al. [10] has recently proposed a new PSD method based on the wavelet transform which is able to detect neutrons and γ rays in liquid scintillators. In this method, because the features are extracted at scales 512 and 1024 which are related to two low-frequency components, the discrimination algorithm is less sensitive to high-frequency components that result of the PMT-borne variation in pulse response which is present in the frequency spectrum of pulses. Experimental results show that compared to PGA algorithm, the wavelet-based method provides an improvement in reducing the overlap between neutron and γ-ray events reflected by an increase in the FOM. However, the overhead of calculation of the wavelet-based PSD method is heavier than that of PGA algorithm and thus it is not as suitable for real-time discrimination. Furthermore, its efficacy is likely to decline at processing speeds consistent with current embedded systems, as opposed to the relatively unlimited processing head room of the digital capture oscilloscopes on which it has been developed.

In this paper, a new PSD method is proposed based on the Fourier transform, termed as frequency gradient analysis (FGA). This exploits the difference between the zero-frequency component and the first frequency component of Fourier transform of the acquired signal. The objective of this method is to combine the advantage of insensitivity to pulse variation associated with spectral analysis with that of real-time implementation of the PGA algorithm. A comparison of the performance of the FGA method with the PGA method has been made on a theoretical basis and verified by time of flight (TOF). It is shown that FGA method not only increases the FOM, as a result of reducing the overlap area between neutron and γ-ray events, but that it can also be implemented in real-time as is the case for the PGA method. The relevance of these issues in the current climate associated with applications of this technology should not be understated: in applications where neutron/γ discrimination is a priority, such as in portal monitoring for the presence of fissile material, extremely high levels of discrimination are required. Significant regions of overlap wherein events cannot be identified with sufficient confidence undermine the use of liquid organic scintillators in these applications. Furthermore, portability is an almost ubiquitous requirement of mixed-field instruments for use on plant and in inspection applications, and thus the deployment of discrimination methods on embedded platforms can be very desirable.

Detailed descriptions of FGA and its comparison with PGA are given in Sections 2 and 3; the verification process and experimental results are given in Section 4 and the discussion and the conclusions arising from this research are given in Sections 5 and 6.

II. THE PRINCIPLE OF THE FGA DISCRIMINATION SYSTEM

A. Empirical Characterization of Organic Liquid Scintillators

An empirical formulism for the characterization of a liquid scintillation detector for a given volume can provide a generic mathematical description of pulses from that detector which can be used to simulate the response from such a detector. The six-parameter function [5] that describes scintillator pulse shapes is henceforth referred to as Marrone’s model in this work and is given by:

\[ y(t) = A \left[ \exp \left( -\frac{t - t_0}{\theta} \right) \right] \left[ \exp \left( -\frac{t - t_0}{\lambda_\gamma} \right) + B \exp \left( -\frac{t - t_0}{\lambda}\right) \right] \]

(1)

where \( A \) and \( B \) are the amplitudes of the short (fast) and long (slow) components at \( t = 0 \), respectively, \( \lambda_\gamma \) is the decay time constant for the short component, \( \lambda \) is the decay time constant for the long component, \( \theta \) is the third decay constant and \( t_0 \) is the time reference for the start of the signal. Table I provides the values for each of the six parameters for γ-ray and neutron pulse shapes, respectively, which are estimated from the data acquired using an EJ-301 scintillator [11]. A typical pulse shape according to (1) and Table I for each radiation type is given in Fig. 1.

As depicted in Fig. 1, the rising portion of a neutron pulse is almost identical to that of a γ-ray pulse, but the falling portions of their pulses are significantly different. Therefore, in order to decrease the complexity of the following analysis and to reduce the processing overhead, the rising portion is discarded and the pulse waveform is translated left by an amount \( t_m \) so that the peak of the pulse is on the y-axis. Thus (1) can be expressed as,

\[ x(t) = y(t + t_m) \cdot u(t) \]

\[ = A \left[ \exp \left( -\frac{t + t_0}{\theta} \right) \right] \left[ \exp \left( -\frac{t + t_0}{\lambda_\gamma} \right) + B \exp \left( -\frac{t + t_0}{\lambda}\right) \right] \cdot u(t) \]

(2)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>( A )</th>
<th>( B )</th>
<th>( \theta (\text{ns}) )</th>
<th>( \lambda_\gamma (\text{ns}) )</th>
<th>( \lambda (\text{ns}) )</th>
<th>( t_0 (\text{ns}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>γ ray</td>
<td>10.53</td>
<td>0.017</td>
<td>4.368</td>
<td>3.482</td>
<td>11.52</td>
<td>0.331</td>
</tr>
<tr>
<td>Neutron</td>
<td>11.32</td>
<td>0.017</td>
<td>4.317</td>
<td>3.537</td>
<td>38.14</td>
<td>0.286</td>
</tr>
</tbody>
</table>
where $t'_0 = t_m - t_0$. The values of $t_m$ and $t'_0$ are 3.875 ns and 3.544 ns for neutron pulse, 4.000 ns and 3.714 ns for $\gamma$-ray pulse, respectively.

B. The Theoretical Basis of FGA

For signal processing purposes, the Fourier transform often takes a time series or a function of continuous time, and maps it onto a frequency spectrum [12]. That is, it takes a function from the time domain and transforms it into the frequency domain which is essentially a decomposition of a function into sinusoids of different frequencies. In the case of a Fourier series or discrete Fourier transform, the sinusoids are harmonics of the fundamental frequency of the function being analyzed. When the function $x(t)$ is a function of time and represents a physical signal, the transform has a standard interpretation as the frequency spectrum of the signal. The magnitude of the resulting complex-valued function $F(f)$ at frequency $f$ represents the amplitude of a frequency component whose initial phase is given by the phase of $F(f)$.

1) Feature Extraction: The Fourier transform of (2) is,

$$X(f) = \mathcal{F}(x(t)) = \int_{-\infty}^{+\infty} x(t)e^{-i2\pi ft}dt = X_1(f) + i \cdot X_2(f)$$

where $X_1(f)$ and $X_2(f)$ are the real parts and imaginary parts of $X(f)$, respectively, and the magnitude spectrum of $x(t)$ is thus,

$$|X(f)| = \sqrt{|X_1(f)|^2 + |X_2(f)|^2}.$$  

(4)

Given the parameters in the Table I, the dependence of $|X(f)|$ with $f$ is shown in Fig. 2 for a $\gamma$ ray and neutron. There are distinct differences between the magnitude spectrum of the $\gamma$-ray event and the neutron event which can be used as prominent features to discriminate them. The frequency of the intersection of the two curves in this case is 13.8 MHz. Below this frequency, the amplitude of each frequency component of neutron pulse is greater than that of $\gamma$-ray pulse and the magnitude spectrum of neutron pulse decreases more sharply than that of $\gamma$-ray pulse; above this frequency, the magnitude spectra of both pulses have nearly the same amplitude. Therefore beyond the intersection they can no longer be discriminated on this basis.

The optimal discrimination parameter in this context is thus the value of the Fourier transform at zero frequency, $|X(0)|$ which is the average value of $x(t)$. Since the falling portion of neutron pulse decreases more slowly than that of $\gamma$-ray events, the average value for a neutron, $|X_n(0)|$, is greater than that for $\gamma$-ray events, $|X_{\gamma}(0)|$, in the same time interval as expected intuitively.

In order to increase the FOM to take full advantage of the information provided by Fourier transform, the method of gradient analysis can be used to replace the single parameter $|X(0)|$. Like the PGA method, a frequency gradient analysis (FGA) is used here to discriminate neutron and $\gamma$-ray events. The discrimination parameter is for this purpose defined as,

$$k_f(f) = \frac{|X(0)| - |X(f)|}{f}$$  

(5)

2) Feature Optimization: The FGA method uses this decay gradient between the amplitude of the zero-frequency component and the amplitude of the non-zero frequency component to discriminate neutron and $\gamma$-ray events. According to (2) and (5), the optimal $f$ can be obtained.

$$\Delta k_f(f) = k_{f\gamma}(f) - k_{f\gamma}(f) = \frac{|X_n(0)| - |X_{\gamma}(0)|}{f}$$

(6)

The relationship between $\Delta k_f(f)$ and frequency is shown in Fig. 3. At $f = 4.6$ MHz, $\Delta k_f(f)$ is a maximum. In reality, it is impossible to isolate this frequency because the above discussion assumes a continuous system in which the data length is infinitely long; in reality it is based on a discrete process and the associated data length is limited. The magnitude spectrum is obtained by Fast Fourier Transform (FFT) [12].

The sample frequency $F_s$ of our experimental system is 8 Giga Samples/Second (GSa/s) and the data length $N$ is usually 256 points giving a frequency resolution of 32 MHz. Combining

Fig. 1. A plot of normalized amplitude versus time for an average neutron (broken line) and $\gamma$-ray pulse shape (solid line).

Fig. 2. The magnitude spectra of $\gamma$-ray events and neutron events. The differences between them are distinct and can be used to discriminate each other.
this and insight from Fig. 3, we select the first frequency component $|X(1)|$ of the FFT as $|X(f)|$ in (5), which will obtain a suboptimal gradient. Now (5) becomes,

$$k_f = \frac{N}{F_R} (|X(0)| - |X(1)|)$$  \hspace{1cm} (7)

On the basis of (7), the FGA method proposed here can be implemented. It is not necessary to calculate the amplitudes of all the frequency components of the FFT, because $X(0)$ and $X(1)$ can be calculated according to the following equations,

$$X(0) = \sum_{n=0}^{N-1} x(n) = N \bar{x}$$

$$X(1) = \sum_{n=0}^{N-1} x(n) \cos \left( \frac{2\pi N n}{N} \right)$$

$$- i \sum_{n=0}^{N-1} x(n) \sin \left( \frac{2\pi N n}{N} \right)$$  \hspace{1cm} (8)

where $\bar{x}$ is the mean value of $x(n)$. If the values of $\cos(2\pi n/N)$ and $\sin(2\pi n/N)$ are calculated in advance, $X(1)$ can be obtained quickly with a lookup table.

III. THE COMPARISON OF FOM OF FGA AND PGA

A. An Introduction of FOM

The FOM is a measure of the separation that can be achieved between different types of event distributions, and is calculated using [13],

$$\text{FOM} = \frac{S}{\text{FWHM}_\gamma + \text{FWHM}_n}$$  \hspace{1cm} (9)

where $S$ is the separation between the peaks of the two events, FWHM$_\gamma$ is the full-width-half-maximum of the spread of events classified as $\gamma$-ray events and FWHM$_n$ is the FWHM of the spread in the neutron peak. If the probability distribution of each event type is assumed to be a Gaussian distribution, (9) becomes,

$$\text{FOM} = \frac{|\mu_\gamma - \mu_n|}{2.35(\sigma_\gamma + \sigma_n)}$$  \hspace{1cm} (10)

where the mean, $\mu$, is given as $\mu_\gamma$ and $\mu_n$ for the $\gamma$-ray and neutron Gaussians, respectively. The standard deviation, $\sigma$, is given as $\sigma_\gamma$ and $\sigma_n$ for the $\gamma$-ray and neutron Gaussians, respectively.

B. Pulse Gradient Analysis (PGA)

The time-domain feature extracted by PGA is the gradient between peak amplitude and discrimination amplitude (the amplitude a specified time after the peak amplitude) [8]. The gradient is calculated using the following equation,

$$k_t = \frac{dx}{dt} = \frac{x_{\text{eq}} - x_{\text{pm}}}{t_{\text{eq}} - t_{\text{pm}}}$$  \hspace{1cm} (11)

where $k_t$ is the gradient in time domain, $x_{\text{eq}}$ is the peak amplitude, $x_{\text{pm}}$ is the discrimination amplitude, $t_{\text{eq}}$ is the time or sample that $x_{\text{eq}}$ occurred and $t_{\text{pm}}$ is the time or sample that $x_{\text{pm}}$ occurred. Further simplification of $k_t$ follows since only $x_{\text{pm}}$ varies once the pulse is normalized and thus (11) becomes,

$$k_t = \frac{x_{\text{pm}} - 1}{T}$$  \hspace{1cm} (12)

In PGA method this decay gradient is used to discriminate neutron and $\gamma$-ray events. Combining (2) and (12), the optimal $T$ can be obtained,

$$\Delta k_t(t) = k_{\text{eq}}(t) - k_{\text{pm}}(t) = \frac{x_{\text{eq}}(t) - x_{\text{pm}}(t)}{t}$$  \hspace{1cm} (13)

The relationship between $\Delta k_t(t)$ and $t$ is shown in Fig. 4. In this case, when $t = 8,625$ ns, $\Delta k_t(t)$ is maximized. In experimental terms, this is largely-dependent on the scintillator decay time constants [14], [15]. Thus $T$ is usually selected within the range from 20 ns to 40 ns. In the experimental system used in this research, according to the analysis results of FGA, $T = N/F_R = 256/8$ GHz = 32 ns was selected.

C. The FOM of the PGA Method

In practical scenarios where the variation in pulse shape from the PMT makes a contribution, (2) becomes,

$$s(t) = x(t) + n(t)$$  \hspace{1cm} (14)
where it is assumed that the variation is additive, and that $n(t)$ has a broad spectral response with a normal distribution, with a mean of zero and standard deviation of $\sigma$. Via (12), the mean value and standard deviation of $k_l(T)$ can be determined,

$$E[k_l(T)] = \frac{1}{T}(1 - x_d(T))$$
$$\text{std}[k_l(T)] = \frac{1}{T}\sigma.$$  \hfill (15)

In the above derivation, it is assumed that $x_d(T)$ is a constant and the pulse variation in shape $n(t)$ is independent on $x(t)$. According to (15), the FOM of PGA method is hence,

$$\text{FOM}_{\text{PGA}} = \frac{E[k_{\text{fn}}(T)] - E[k_{\text{fn}}(T)]}{2.35(\text{std}(k_{\text{fn}}(T)) + \text{std}(k_{\text{fn}}(T)))}$$
$$= \frac{x_{\text{dn}}(T) - x_{\text{dn}}(T)}{2.35(\sigma_\gamma + \sigma_n)}.$$  \hfill (16)

D. The FOM of the FGA Method

Similarly, we can calculate the performance parameters of FGA according to (7). In order to simplify the derivation, $[X(N/2)]$ is used to replace $[X(1)]$ and it is assumed $[X(N/2)] = 0$, which is plausible according to Fig. 3. So (7) can be rewritten as,

$$k_f = \frac{[X(0)]}{F_s/2}.$$  \hfill (17)

According to (8), expressions for the mean value and standard deviation of $k_f$ can be determined as,

$$E[k_f] = \frac{2}{F_s} N\bar{x}$$
$$\text{std}[k_f] = \frac{2}{F_s} \sqrt{N}\sigma.$$  \hfill (18)

In this derivation, it is assumed that $\bar{x}$ is a constant and the pulse variance $n(t)$ is independent of $x(t)$. Thus according to (18), the FOM of the FGA method is,

$$\text{FOM}_{\text{FGA}} = \frac{E[k_{\text{fn}}(F_s/2)] - E[k_{\text{fn}}(F_s/2)]}{2.35(\text{std}(k_{\text{fn}}(F_s/2)) + \text{std}(k_{\text{fn}}(F_s/2)))}$$
$$= \frac{\sqrt{N}}{2.35} \frac{(\bar{x}_n - \bar{x}_\gamma)}{(\sigma_\gamma + \sigma_n)}.$$  \hfill (19)

E. Comparison of FOM

To compare the performance between PGA and FGA, the ratio of (19) to (16) is taken to give,

$$k_{\text{FOM}}(N) = \frac{\sqrt{N}}{x_{\text{dn}}(N/F_s)} x_{\text{dn}}(N/F_s).$$  \hfill (20)

Since the PGA method usually uses a moving average filter to obtain $x_{\text{dn}}(T)$ and $x_{\text{dn}}(T)$ and, assuming the number of points in the average filter is $M$, $M \leq N$, and following a similar derivation to that of (19), (16) becomes,

$$\text{FOM}_{\text{PGA}} = \frac{\sqrt{M}}{2.35} \frac{\bar{x}_{\text{dn}}(T) - \bar{x}_{\text{dn}}(T)}{\sigma_\gamma + \sigma_n}.$$  \hfill (21)

and thus (20) can be revised as,

$$k'_{\text{FOM}}(N) = \sqrt{\frac{\bar{x}_n - \bar{x}_\gamma}{M}} x_{\text{dn}}(N/F_s) - x_{\text{dn}}(N/F_s).$$  \hfill (22)

For the case when $M = N/3$, and using (2), the dependence of $k'_{\text{FOM}}(N)$ with $N$ is shown in Fig. 5. With the increase of sample number or of the discrimination time, it is clear that the discrimination performance of PGA is better than that of FGA. In particular, at $N = 256, k'_{\text{FOM}} = 1.46$.

IV. EXPERIMENTAL

A. Experimental Setup

The experimental data analyzed in this work were acquired using the TOF measurement system at the National Physical Laboratory, Teddington, U.K. (this set-up and its use in acquiring the data considered in this work is described in detail in [16]). The $^7$Li($p$, $n$) $^7$Be reaction was used to provide TOF data for neutrons at two energies 0.745 MeV and 1.225 MeV. The detector system for the digital acquisition consisted of a 4.5 ml cylindrical cell scintillation detector filled with EJ-301 organic liquid, optically-coupled to a Hamamatsu R5611 photomultiplier tube (PMT). The PMT was operated with a negative supply voltage of $\sim$840 V DC. The output signal from the scintillator was connected to channel 1 of an Infinium® digital oscilloscope, via approximately 30 m of high bandwidth cable. The beam-pickup signal was connected to a leading-edge discriminator in the control room, and the discriminator output was then passed (via a delay) to another input of the digital oscilloscope. Scintillator pulses were used to trigger acquisition.

The scintillator pulse and the corresponding beam-pickup pulse data were captured digitally with a sampling rate of 8 GSa/s and 16-bit amplitude resolution. This enabled all detected events, i.e., both $\gamma$ rays and neutrons, to be sorted in terms of their time-of-arrival relative to the initial beam-pickup input of the digital oscilloscope.
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B. Experimental Results

1) Verification of FGA by TOF: TOF spectral analysis is a reliable means of discriminating γ-ray and neutron events, and for neutron spectrometry, so it is very helpful to use TOF method to develop and investigate different discrimination methods. Three specific kinds of radiation types can be identified according to TOF method: γ rays, and neutrons of energies \( n_0 \) (1.225 MeV) and \( n_1 \) (0.745 MeV). In addition, there are those classified as scattered events. These arise as a result of scatter in the environment and within the detector and fall outside of the TOF assignments of the three main event types.

The γ rays and neutron events and thus masked in terms of their TOF and this provides an alternative, independent basis for the identification of radiation type alongside PSD. Each event has been denoted by a symbol corresponding to its TOF assignment and this has been folded into the scatter plot achieved on the basis of the FGA method. The results of this analysis are shown in Fig. 6 for each event type. The threshold for discrimination is depicted by a semi-arbitrary line on each plot to guide the eye. This is determined on the basis of an established technique \([17]\) whereby the centroid of each cluster of data is identified and a linear fit is applied to the midpoints between the clusters.

In Fig. 6(a) for example, the scatter events are shown, with a distribution that extends throughout the event plane indicating the lack of discrimination possible with TOF for these events. In Fig. 6(b), the result for the γ rays is given, with a significant concentration of events in the low-gradient area of the event plane. In Figs. 6(c) and (d) the corresponding results for the
neutrons are given, indicating the corresponding response with most events in the high-gradient region of the event plain. These results provide a qualitative basis confirming that FGA provides a good degree of discrimination for the mixed field explored in this research.

2) FOMs of FGA and PGA: The scatter plots of peak amplitude against the 32 ns (256 data) normalized gradient of both the PGA and FGA methods, and their corresponding probability distribution histograms, are given in Figs. 7 and 8, respectively. In Figs. 7(a) or 8(a), two plumes are evident separated in terms of normalized gradient of PGA or FGA, relative to peak amplitude, which correspond to γ-ray and neutron events. It is also clear that the level of discrimination with FGA is better than that of PGA, which is verified by the calculation of the FOM in each case as shown in Table II. Gaussian fits have been applied to the experimental distributions shown in Figs. 7(b) and 8(b) using the curve fitting tool available in MATLAB®. The Gaussian distribution is expressed as,

$$f(x) = A \exp \left[-\frac{(x-\mu)^2}{2\sigma^2}\right]$$

(23)

and the sum of Gaussian distributions as,

$$f(x) = A_\gamma \exp \left[-\frac{(x-\mu_\gamma)^2}{2\sigma_\gamma^2}\right] + A_n \exp \left[-\frac{(x-\mu_n)^2}{2\sigma_n^2}\right]$$

(24)

The Gaussian functions are scaled using $A_\gamma$ and $A_n$ for the γ-ray and neutron Gaussians, respectively, and other symbols in
(24) are the same as those in (10). Table II presents the means, standard deviations and $A_r$ and $A_n$ for the Gaussian fits to the experimental data shown in Figs. 7(b) and 8(b). According to the results of Gaussian fits and (10), the FOMs of PGA and FGA and their ratio can be calculated as,

$$FOM'_{PGA} = 0.699, \quad FOM'_{FGA} = 0.981, \quad k'_{FOM} = 1.40$$

(25)

3) Collection of Experimental Results: The experimental results of TOF, PGA and FGA are shown in Table III, some of which have been given in literature [16] and are repeated here for clarity. The TOF data were obtained by fitting the three components of the TOF spectrum [16] with a Gaussian expression and then limits either side of each component were applied at the 10% level of the peak amplitude. The temporal information that is obtained from the TOF data enables each component in a field under study to be isolated, i.e., each neutron energy component, $\gamma$-ray component and the scattered components. The PGA and FGA methods provide the PSD. Therefore, only the total neutron component and $\gamma$-ray component are included in Table III for PGA and FGA. The ratios of neutron to $\gamma$-ray component have also been calculated and are included in Table III, along with uncertainties corresponding to one standard deviation from the mean.

TOF analysis can identify those events that have scattered prior to detection, since most of these fall outside of the peaks for event classification, but it cannot classify scattered events specifically as neutron events or $\gamma$ rays. Conversely, PSD methods such as PGA and FGA cannot identify whether individual events have scattered but just that they are either $\gamma$-rays or neutron events from the differences in pulse shape. Therefore, in order to verify and compare the performances of PGA and FGA, the scattered events have been removed leaving only the $\gamma$ rays, 1.225 MeV neutrons ($n_{13}$) and 0.745 MeV neutrons ($n_{13}$). Table IV shows the number of each event identified by PGA and FGA with the help of TOF.

V. DISCUSSION

A. Experimental Data Arising From TOF Measurements

It is clear from the data in Fig. 6 that the identification of events made on the basis of FGA is consistent with that performed independently by digital TOF. The $\gamma$-ray events are located as expected in the upper lobe of the scatter plot and the neutron events are located in the lower lobe. Furthermore, the discrimination of the neutron portion according to energy also agrees qualitatively with intuition; the 1.225 MeV neutrons occupy the entire locus of the neutron lobe whilst the 0.745 MeV neutrons are limited by comparison, both by peak and sample amplitude. The results obtained from Fig. 6 are also consistent with that of previous reports [16].

The background event data are spread evenly across all plumes in the scatter plot, some of which correspond to events that lie outside of the TOF windows, often as a result of scatter. Although the neutron/$\gamma$-ray ratio of TOF is greater than that of FGA, the imbalance is consistent with the additional contribution of scatter events that cannot be discerned with FGA.

There are some events that are erroneously classified by the FGA method, and these are evident in Fig. 6. For example, some $\gamma$-ray events are incorrectly tagged by TOF measurement because a neutron interacting in the detector can, in principle, stimulate the production of a $\gamma$ ray which is subsequently detected; hence a neutron event is tagged as such by TOF but is manifest with a $\gamma$-ray pulse shape. Such events therefore occupy the low-gradient $\gamma$-ray region of the event plane in Fig. 6(c) and (d). Conversely, some $\gamma$-ray events are mistakenly identified as neutrons by the TOF method because they arrive at the detector late, relative to directly-detected events, as a result of scatter. A few of these fall within the window applied to isolate the neutrons, and thus they are identified as such in Fig. 6(b).

B. Performance Comparison of FGA and PGA

Both the FGA method and the PGA method use gradient analysis to discriminate $\gamma$-ray events and neutron events, but each gradient belongs to different domain. The gradient used by PGA is defined as the difference between the peak amplitude and the discrimination amplitude, which is a feature being extracted from the time domain; while the gradient used by FGA is defined as the difference between the zero-frequency component and the first frequency component of Fourier transform of the acquired signal, which is a feature extracted from the frequency domain. In Section 3, it has been proven on a theoretical basis that the performance of FGA is better than that of PGA since
PGA is very sensitive to noise and variations of the light intensity from the detector. FGA is less sensitive to the high-frequency components responsible for the variation in pulse shape.

The comparison between the FOMs of the PGA method and PGA method is reported in Table II and according to (25), the ratio of FOM between PGA and FGA is 1.40, which is consistent with the calculations achieved by (22) and Fig. 5.

According to the data in Table IV, although the ratios of neutrons to γ rays for PGA and FGA are nearly the same as that of TOF, there are some slight differences in the numbers of each event identified by them and the experimental results obtained from FGA are slightly closer to those of TOF. For example, the total number of γ-ray events arising from TOF, PGA and FGA are 697, 680 and 691, respectively. There are 17 γ-ray events mistakenly classified as neutron events by PGA, (2.4 ± 0.6)%, whilst there are only 7 γ-ray events being mistakenly classified as neutron events by FGA, (1.0 ± 0.3)%.

The results obtained in Figs. 7 and 8 with the PGA method and FGA algorithm applied to the data from the measurement of TOF show similar levels of performance. However, the overlap between the γ-ray events and neutron events in Fig. 8 have been dramatically decreased compared to that in Fig. 7. A further interesting phenomenon is that the neutron events in Fig. 8(a) are more closely congregated than that in Fig. 7(a), which is reflected by the significantly reduced σn for FGA (0.085) compared with PGA (0.259). This provides another perspective on the benefits of the FGA over the PGA method.

VI. CONCLUSION

A wide variety of pulse-shape discrimination (PSD) methods have been successfully utilized to classify neutron and γ-ray events according to the excellent PSD properties and fast timing performance of liquid organic scintillation detectors. Most of these techniques exploit the time-domain features of the signal, which can render these methods sensitive to variation in the pulse shape response of the detection system.

Compared to time-domain discrimination methods, methods developed in the frequency domain are more robust to variations in pulse-shape response of the scintillant cell and the PMT. In this paper, a new PSD method based on the Fourier transform, called frequency gradient analysis (FGA) is proposed. This uses the difference between the zero-frequency component and the first frequency component of Fourier transform of the acquired signal. The objective of this method is to combine the advantage of insensitivity to pulse-shape variation of spectral analysis with that of real-time implementation of PGA algorithm.

Some measures have been taken to probe the feasibility of FGA for the digital discrimination of neutrons and γ rays in mixed radiation fields. Firstly, an accepted empirical model has been used to deduce the discrimination ability and performance of FGA, which provides a theoretic basis of this method. Secondly, FGA method is verified against that achieved via the digital measurement of TOF. Thirdly, although discrimination afforded by the FGA method is observed to be consistent with that achieved by digital TOF, further research is necessary with regard to potential industrial applications. Such investigations might include, for example, to determine whether the FGA method is compatible with the capabilities of current embedded systems, whether it offers a degree of immunity to pile-up and whether it heralds a real-time means of PSD. The PGA method has been demonstrated to have these advantages and has been verified by TOF, and thus has been used in commercial instruments. In this work it has been shown that FGA method not only has some of the merits of PGA but also demonstrates a prominent improvement in FOM.

Perhaps the most pertinent attribute with regard to deployment on embedded systems is the issue of computational speed. PGA was designed with this as an explicit requirement, and yet does not discriminate successfully without normalization which requires a moving average filter. This clearly reduces processing speed. Conversely, FGA does not require explicit normalization but it is more computationally laborious than PGA. Clearly, as configurable embedded systems continue to develop in capability and speed, the relative merits of these methods will be dependent on the elegance with which they are implemented.

Since PGA provides a fast and stable digital technique for discriminating neutron and γ-ray events arising from organic scintillation materials, such as EJ-301, BC501A, and NE213, it is likely that these would be used most often in tandem with the FGA method. New materials are being developed to offer improved response and better materials characteristics, such as reduced flammability. The PGA method holds great potential for digital processing of data from detectors using these materials.
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