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Abstract - Fuzzy Rule Based (FRB) and Neuro-fuzzy systems are commonly used as a basis for intelligent systems due to their transparent and simple human interpretable structure. One of the crucial steps in designing FRB and neuro-fuzzy systems is to innovate the rule base. Data clustering is one of the approaches that have been applied extensively to automatically generate rules from input-output data. The goal of this paper is to critically review some of the most commonly used as well as recently developed clustering techniques, emphasizing their use in rule base generation. The paper explores the shift from offline clustering techniques to online and finally to evolving techniques that originated due to the current demand of adaptive systems.

I. INTRODUCTION

Intelligent systems differ by other technical, social etc. systems by their ability to learn, reason, make decisions. It is common to represent technical and computer-based systems which has some degree of ‘computational intelligence’ by either a Fuzzy Rule Based (FRB) or neural-network systems. FRB systems, in particular has gained the attention of researchers and users due to their specific properties, one being their transparent and human interpretable rule-based structure that is expressive enough to represent even imprecise qualitative knowledge. The core components of such a system are: the rule base and an associated inference process. The rules are of the form: IF antecedent THEN consequent, and the inference process determines the crisp output for a given input using the rule base.

FRB systems can be broadly classified into two families: Mamdani-type and Sugeno-type. In the Mamdani-type [1], also called linguistic systems, rules are represented as:

\[ IF \ x_1 \ is \ A_1 \ and \ x_2 \ is \ A_2 \ and \ ... \ and \ x_n \ is \ A_n \ THEN \ y \ is \ B \] (1)

where \( x_i \), i = 1, 2, ..., n is the input variable, \( A_j \), j = 1, 2, ..., m and B are linguistic terms (e.g. Small, Large, High, Low etc.) defined by fuzzy sets, and y is the output associated with the given rule.

The rule structure of the second type, Sugeno-type [2], also called TSK type, is usually given as:

\[ IF \ x_1 \ is \ A_1 \ and \ x_2 \ is \ A_2 \ and \ ... \ and \ x_n \ is \ A_n \ THEN \ y = a_0 + a_1 x_1 + ... + a_n x_n \] (2)

where \( x_i \)'s, \( A_j \)'s, y are input variables, linguistic terms, and output variable associated with the rule respectively, and \( a_0, a_1, ..., a_n \) are consequence parameters.

Thus, in Mamdani-type the consequent of each rule is a fuzzy set whereas in Sugeno-type the consequent is a function of input variables. Due to this difference the inference mechanism of determining the output of the system in both the categories varies somewhat.

The early approaches to the design of the rule base involve representing the knowledge and experience of a human expert, associated with a particular system, in terms of IF-THEN rules. To achieve better system performance another alternative is to use expert knowledge as well as learn from system generated input-output data. This fusion of expert knowledge and data can be done in many ways. For example, one way is to combine linguistic rules from human expert and rules learnt by numerical data [3] and another way is to derive rules from expert knowledge and optimize the parameters (e.g. membership function) using input-output data by applying machine learning techniques [4, 5]. However, recently research in generating fuzzy rules only from input-output data has gained momentum in order to avoid the difficult task of knowledge acquisition [6]; moreover due to technological advancements huge amount of data is easily available.

System modelling requires structure identification and parameter identification. Structure identification deals with determining the input variables, number of rules etc. whereas parameter identification deals with antecedent parameters (membership functions of fuzzy sets) and consequence parameters. A clustering algorithm is mainly applied to structure identification (determining rules) by partitioning the data space. While most of the algorithms assume that input variables are available (based on data and prior knowledge or heuristics), others may optimize iteratively the input variables using various variable selection criteria [7-9]. There are numerous approaches for learning fuzzy rules from data such as, grid based [3, 10], neural network and neuro-fuzzy based [4, 11-13], and evolutionary computation based [14-16]. However, clustering techniques, especially fuzzy clustering, are being used extensively either independently or combined with other techniques for rule generation. Methods based on fuzzy clustering are appealing as there is a close connection between fuzzy clusters and fuzzy rules. For a particular system to be modelled, each IF-THEN rule specifies an area exemplified by a point in the graph of control function that can
be identified with the Cartesian product of the membership functions modelling the linguistic terms. For example, point \( x \) (Fig. 1), is a ‘typical’ point on the control function of the system, the neighbouring points of \( x \) are less ‘typical’ and so have decreasing membership degree with increasing distance. In the same manner, in a fuzzy cluster (defined in Section 2) \( x \) can be represented by the cluster centre and the membership degree of neighbouring elements in the cluster decrease with increasing distance to the cluster centre [17, 18].

Fig. 1. Correspondence between point \( x \) in product space of membership function of input variables and cluster centre.

This paper aims at reviewing clustering techniques and highlighting the pros and cons of each technique in the context of fuzzy rule generation for FRB systems and similarly to neuro-fuzzy systems as examples of **computationally intelligent** systems. The techniques that are considered are categorized here as: i) offline, ii) online, and iii) evolving. The remainder of the paper is organized as follows: section 2 presents an overview of fuzzy clustering and fuzzy rule generation, Section 3, 4 and 5 review the offline, online, and evolving clustering techniques respectively. Finally, section 6 concludes the paper.

II. FUZZY CLUSTERING AND FUZZY RULE GENERATION

Given a data set, the aim of clustering is to partition it into different groups (clusters) so that the members in the same group are of similar nature, whereas members of different groups are dissimilar. While clustering, various similarity measures can be considered, one of the most commonly used is distance between data samples. A hard or crisp clustering technique, e.g. k-means [19], assigns a data sample to only one cluster whereas in fuzzy clustering a data sample can belong to all the clusters with certain degree of membership [20].

In order to generate fuzzy rules, fuzzy clustering can be done in input data space only, output data space only or jointly in input-output data space; each of these approaches has its own advantages and disadvantages. After clustering is applied, each cluster induces a rule by projecting the cluster to the respective coordinate space. For rules of Mamdani-type, Sugeno and Yasukawa [21] and Emami et.al. [22] used fuzzy clustering for clustering output data and then projecting the clusters on to the input variables to define the rule premise (Fig. 2). Babuška and Verbruggen [23] proposed a method to derive a linguistic model from a TSK model. The TSK model is determined by clustering in the input-output space and then the concept of complementary partition is applied to derive the linguistic model. The approach proposed by Salehfar et al. [24] is to apply clustering first to the output space then these clusters are projected on to the input variables. Again clustering is applied to these clusters in the input space to generate several sub-clusters to derive fuzzy rules.

In TSK type rules, the common approach is to apply clustering in the input-output data space and projecting the clusters on to the input variables coordinate to determine the premise (membership function) parameter of the rule [25-27] (Fig. 3). The consequent parameters of such rules may be estimated separately by using methods like least squares method.

Fig. 2. Fuzzy Clustering in output space and projection on to input space.

Fig. 3. Fuzzy clusters in input-output space and projection on to input space.
The various clustering techniques used for learning fuzzy rules are categorized here into three categories; i) offline; ii) online, and iii) evolving clustering techniques depending on the mode of feeding data samples to them and the ability of the clustering structure to grow or shrink (to evolve) as opposed to the case when the number of clusters is pre-defined and fixed. Offline methods consider the entire data to be in the memory and perform multiple pass (iterations) over it to get the desired number of clusters (partitions). Such methods are simple and easy to implement compared to other techniques, however they are unable to handle high dimensional data. Further, when used for data partitioning and FRB (or neuro-fuzzy) computationally intelligent systems design the resulting rule base is static and the system cannot handle any deviations in the input data which may be due to changes in the operating environment over time. In order to incorporate such changes in the rule-base it is required to re-model the whole system [28]. As the technology has advanced, potentially a huge amount of data with a high data rate can be received from various applications such as packet monitoring in the IP network, real time surveillance systems, and sensor networks. Clustering such form of data, commonly referred as data stream, require the algorithms to be fast (non-iterative), memory efficient (need not store previously seen data), adaptive (change the model structure and parameters taking into account data shift and drift) [29, 30]. Online clustering techniques, as considered here, are algorithms that are incremental or one pass and can handle high dimensional data. However, many online clustering algorithms do still consider the structure of the clusters to be fixed (the number of clusters to be pre-defined) and only change the position of the cluster centres (e.g. Self-organizing maps SOM, Adaptive resonance theory ART [31], etc.). If, in addition to the fact that the data samples are provided in one pass, incrementally, on-line, the cluster structure (number of clusters) can also change (grow or shrink) then we have evolving clustering [30]. Thus, evolving clustering, introduced in 2001-2002 [33-36] incorporates the features of online algorithms but in addition have the important property of evolving or adapting the model structure itself, which paves the way for complex systems autonomous structure identification which is a breakthrough in complex (including intelligent) systems design and learning. Later on various applications and developments were reported based on this concept.

III. A BRIEF REVIEW OF THE OFF-LINE CLUSTERING METHODS IN RELATION TO FRB SYSTEMS DESIGN

Some of the most commonly used clustering techniques for offline FRB system design are: fuzzy c-means, Gustafson-Kessel algorithm, mountain clustering, and subtractive clustering.

Fuzzy c-means (FCM) [37, 38] is adapted from k-means algorithm and is based on minimization of an objective function (equation 3) to obtain optimal number of clusters. A $c \times n$ fuzzy partition matrix $U$ is defined, where $n$ is the number of data points and $c, 1 < c < n$ is the number of clusters. Each element of $U$ represents the degree of membership ($u_{ij}$) of a $i^{th}$ data point to $j^{th}$ cluster. The goal is to minimize the squared distance of the data points to their cluster centers given the two conditions (equation 4a and 4b).

$$J(X, U, C) = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m \| x_j - C_i \|^2$$

$$\sum_{j=1}^{n} u_{ij} > 0, \quad i = 1, \ldots, c \quad (4a)$$

$$\sum_{i=1}^{c} u_{ij} = 1, \quad j = 1, \ldots, n \quad (4b)$$

$X$ is the data set and $C$ is the set of cluster prototypes (usually cluster centers). The parameter $m$ is called fuzzifier exponent, cluster boundaries become softer with higher values of $m$ and vice versa. Before clustering process begins, $c$, $m$ and $U$ are initialized. A threshold value for terminating condition is also selected. After initialization, the cluster centers (equation 5) and then the partition matrix are updated (equation 6) iteratively. The process continues until the change in the partition matrix at step $k$ and at step $k+1$ is less than a threshold value.

$$c_i = \frac{1}{\sum_{j=1}^{n} u_{ij}^m} \sum_{j=1}^{n} u_{ij} x_j$$

$$u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{\| x_j - c_k \|}{\| x_j - c_i \|} \right)^{2/(m-1)}}$$

The centre of a cluster is nothing but the mean of all points weighted by their degree of membership to the cluster. The algorithm attempts to move the cluster centers to the proper location within the data set by iteratively updating the cluster centers and the membership degrees. The fuzzy c-means algorithm is simple to implement and has been widely applied in isolation or in combination with other techniques in various domains [39-40]. However, the algorithm is sensitive to initialization of parameters and may get stuck in local minimum [20].

Many variants of fuzzy c-means algorithm have been proposed in the literature by applying various types distance measure other than Euclidean distance. Gustafson-Kessel algorithm (GK) [32] uses Mahalanobis distance as a distance measure between a data point and a cluster centre in order to generate clusters of various size and shapes other than spherical clusters. Each cluster is characterized by cluster centre and covariance matrix (cluster prototype). The distance for $j^{th}$ cluster is given by equation (7), where $A_i$ is the covariance matrix of the cluster. This allows the adaptation of distance norm to the shape of each cluster. Similar to fuzzy c-means algorithm, the cluster centers and the membership
grades are updated iteratively in addition to the covariance matrix until change in the partition matrix at step \( k \) and at step \( k+1 \) is less than a threshold value.

\[
D_{ij}^2 = (x - c_i)^T A_i^{-1} (x - c_i)
\]

The eigenstructure of the cluster covariance matrix presents the shape and orientation information of the cluster. If the matrix is restricted to diagonal matrix then axis-parallel clusters are generated that are suitable for fuzzy-rule generation [42]. The disadvantage of this algorithm is that it is computationally more intensive compared to fuzzy c-means due to involvement of matrix inverse calculations while updating the covariance matrix. Moreover, it is sensitive to initialization of parameters [20].

Mountain clustering [43, 44] is a simple algorithm that can be used either with fuzzy c-means to generate initial cluster centers or independently to generate approximate cluster centers. Each dimension of the data space is discretized into equidistant points forming a grid. The intersection of the grid lines are called nodes and are the potential clusters. A mountain function is defined that is related to the density of neighbouring data points and is used to calculate the potential of each grid point (node) to become a cluster centre. The value of the function is high for a node with many neighbouring data points. For all the nodes the mountain function is calculated and the node with highest value is selected as the first cluster centre. To determine the next cluster centre, an amount proportional to the distance of the point to the first cluster centre is subtracted from the current mountain function value of each of the nodes. Thus, the nodes near to the first cluster centre will have higher reduction of their value as compared to the distant nodes. This ensures that nodes closer to the cluster centre are not selected as new cluster centers. Now, the node with the highest remaining mountain function value is chosen as the next cluster centre. This process of selecting cluster centers and subsequently reducing the mountain function value continues until the value of current maximum of the mountain function compared to the first maximum falls below a threshold. The algorithm is simple, however computationally expensive for high dimensional data. Each iteration requires evaluation of \( o(n^d) \) nodes where \( n \) is the number of grid lines and \( d \) is dimension of data space. Further, the generation of number of clusters is sensitive to grid resolution, finer the grid lines more are the potential cluster centers (nodes) i.e. a tradeoff between accuracy and computational complexity. Also, the method needs to redefine certain critical parameters for calculation of mountain function and a threshold value as a terminating criterion.

Subtractive clustering [27, 45] is an improved version of mountain method for cluster estimation. The important difference between the two methods is that, data points are considered as potential clusters instead of grid points in subtractive clustering. This method also assumes that the data points are normalized and bounded by a hypercube. For every data point a potential value is calculated and the point with the highest potential value is selected as first cluster centre. The potential value is dependent on the distance of the data point to all other data points, i.e. the larger the number of neighbouring data points the higher is the potential. The neighbourhood of a data point is defined by a constant (radius \( r \)); data points outside the neighbourhood do not have significant influence on the potential value. Similar to the mountain method, the next step is to reduce the potential of all data points by an amount that is dependent on their distance to the cluster centre. So, the points closer to the cluster centre have less chance to be selected as next cluster centre. Now, the next cluster centre is the point with the remaining maximum potential. Two threshold values are defined that controls the termination of the clustering process. If the ratio of potential \((P_3)\) of the current data point \((x)\) and the potential of the first cluster centre \((P_1)\) is greater than an upper threshold value \((P_k / P_1 > ath)\) then \(x\) is accepted as cluster centre and the process continues. If this ratio is less than a lower threshold value \((P_k / P_1 < lth)\) then \(x\) is rejected and the process terminates. If the ratio lies between the two threshold values then the smallest distance \((minDist)\) between the \(x\) and existing clusters is determined and the following condition is examined: (i) if sum of the \(minDist/r\) and \(P_3 / P_1\) is greater than or equal to 1 \((minDist/r + P_3/P_1 \geq 1)\) then \(x\) is set as new cluster centre and the process continues else it is rejected and data point with the next highest potential is selected and tested for above conditions. Although the computational complexity increases linearly with the dimension of the data set, it grows as the square of the number of samples. In most cases it has not been tested on large data sets [46, 47]. Further, this algorithm also needs to redefine certain critical parameters required for potential calculation, neighbourhood definition and threshold values.

IV. A REVIEW ON ONLINE CLUSTERING METHODS SUITABLE FOR DESIGN OF FRB SYSTEMS

The area of online clustering or data stream clustering itself is an emerging and wide area of research engaging many researchers. The literature provides numerous methods that have been proposed for clustering data streams [48, 49]. In this section a brief review of selected online clustering methods is presented.

Several variations of fuzzy c-means algorithm have been proposed for data streams [50-53]. Both the algorithms streaming fuzzy c means (SFCM) [50] and online fuzzy c means (OFCM) [51] assumes and that the data is arriving and processed in batch i.e. \(n_1\) data points arrive at time \(T_1\), \(n_2\) at time \(T_2\) and so on. At the initial step the number of clusters is predefined. The first batch of data is clustered using FCM and only the weighted cluster centers are stored. The weight of a cluster center is the sum of membership degrees of all data to that cluster. As the next batch of data arrives the cluster centers of previous batch of data are clustered together with this new set of data. The weights are now calculated using the membership values of current data points. Thus, the clustering of each batch of data points is initialized with the centers obtained from the previous clustering (cluster history). The equation for calculation of cluster centre, membership
function, and the objective function in FCM are modified to incorporate the weight factor. The OFCM is better compared to SFCM in that the result of SFCM is dependent on the clustering history. The aim of sWFCM (Weighted Fuzzy C-Means for data stream) algorithm [52] is to reduce the memory usage as compared to FCM. The basic approach of sWFCM algorithm is similar to the algorithms described above. However, it uses a different measure of weight. Each data is associated with a time weight factor that represents the data’s influence extent on the clustering process. The algorithm iteratively updates the weighted cluster centers till objective function value reaches a required minimum or the number of iterations reaches a threshold value. Although these algorithms take into account the efficient memory usage, they are more suitable for large data sets rather than high speed real time online data due to involvement of iterative computations.

The adjustable fuzzy c-means algorithm [53] considers that the incoming data is available as snapshots (chunks of data) (i.e. spatial, temporal or spatio-temporal segments) and intends to adjust the number of clusters dynamically for each snapshot. The cluster prototypes generated in one data snapshot are successively migrated to the next data snapshot (chunk). These prototypes from previous snapshot are used as starting point for clustering process in the current data snapshot. The adjustment of number of clusters is performed by cluster splitting or merging based on a predefined threshold value. The property of dynamically adjusting the number of clusters depending on the underlying data makes this approach more appealing compared to other modified FCM methods.

A variant of Gustafson-Kessel algorithm for evolving data stream is proposed in [54]. It assumes an initial set of clusters that are obtained by applying GK algorithm offline. For each incoming data point, its distance to all the existing clusters is calculated. If the distance is less than or equal to the radius of the nearest cluster then the data point is assigned to the cluster, where the radius is the distance between the cluster centre and farthest point belonging to the cluster such that its membership degree is greater than or equal to a given membership degree threshold. In this case the cluster centre is updated using Kohonen rule and the inverse covariance matrix and its determinant are updated using Woodbury’ matrix inversion lemma and a learning approach [54, 55]. If the distance of the data point is greater than the nearest cluster radius then a new cluster is created considering the data point as its centre. Its covariance matrix is initialized to the covariance matrix of the closest cluster. New clusters are accepted depending on a threshold value. The lower bound of the threshold value depends on the dimension of the data and is estimated from the minimum number of points required to learn the covariance matrix parameters. High value of this threshold parameter, in turn, discards the outliers. Although, some offline processing is required to initiate the algorithm, it does not require data snapshots/chunks later. Further, it is not iterative and automatically detects outliers.

Mean shift algorithm [56], a kernel density estimation based nonparametric technique, is capable of determining clusters with no restrictions on their shape. It uses the mean shift procedure [57, 58] to find the point of maximum density. The data points in the d-dimensional feature space are handled through their empirical probability density function (pdf) where dense region in the feature space corresponds to local maxima or mode of the distribution. This approach provides the number of clusters (modes of the pdf) automatically, but is iterative. However, if appropriately modified for online clustering, it may be used for FRB system design.

V. EVOLVING CLUSTERING METHODS - A BASIS FOR ON-LINE AUTONOMOUS SELF-DEVELOPMENT OF FRB SYSTEMS

As defined in [30,59] the term evolving is not similar to the term evolutionary as the former is related to the life-long self-development of an individual entity while the later is concerned towards generation of population of individuals by reproduction, mutation, and natural selection etc. The development of evolving techniques that are adaptive was motivated by the need to design dynamic systems that can continuously change over time by learning from interactions with the environment and self-monitoring.

An online clustering technique for adapting TSK fuzzy rule base is presented in [33, 34]. The method builds upon subtractive clustering and uses proximity-based potential value to determine a cluster centre. A Cauchy function (given in equation (8)), which is monotonic and inversely proportional to the distance between all of the data points is used to determine the potential.

\[
P_j = \frac{1}{1 + \frac{1}{N} \sum_{i=1}^{N} \left( \frac{d_{ij}}{d_{ij}^2} \right)^2}, \quad i = 1, 2, \ldots, N
\]

where \(d_{ij} = z_i - z_j\) denotes the projection of the distance between the two data points \(z_i\) and \(z_j\) on the axis \(z_k\) \(k = 1, 2, \ldots, n+1; Z \in R^{n+1}\) and N is the number of training data samples.

For a given data point, the higher the number of surrounding neighbours the higher its potential value is. At first step, the first data sample of the input stream is established as the first cluster centre with potential set to one. As the next sample arrives its potential is calculated using a recursive form of equation (8). Since potential depends on the distance to all the data points, arrival of a new sample causes the potential of all the cluster centres to change. The potential of the new data point is compared with the potentials of all the existing cluster centres and one of the following actions is performed: (i) the new data is added as a new cluster centre if it has the highest potential compared to all the existing cluster centres; (ii) if the new data point has the highest potential and it is near to a cluster centre then it replaces the later. If both conditions are not satisfied then the data is added to the cluster with closest cluster centre and then next data sample in the stream is considered. The process continues till all the samples in the data stream have been considered. Each of the cluster centres represents a rule antecedent. Thus, with each incoming data, as the cluster centre is updated the rule antecedent automatically gets updated. One of the favourable
characteristics of this algorithm is that it automatically handles the outlying data because the potential of such data would be low due to their distance from the normal data. Further, it does not require any user-defined threshold values or parameters like number of clusters etc. that are required in other clustering techniques like subtractive or mountain clustering. However, Cauchy type potential recursive calculation is crucial. The proposed algorithm has been applied for identification of evolving FRB models to 60 by incorporating a threshold value. The decision of introducing a new cluster centre (rule) or replacing an existing cluster centre is considered if the potential of a new data sample is higher than the threshold value. The consequent parameters of the rules are determined using recursive least square (RLS) technique.

An evolving neural network (eNN) model, linked to the evolving rule base (eR) model, is introduced in [35]. The structure of this neural network evolves (new neurons are added or old ones are replaced) as the new data arrives and depending on the data sample’s potential. The proposed eNN has six layers where layer 1 is input layer, layer 2 corresponds to fuzzy set in a TSK rule, layer 3 represents set of rules where each neuron represents a fuzzy rule, layer 4 represents the consequent part of a TSK rule, layer 5 aggregates the antecedent and consequent of each rule, and layer 6 generates the final output of the system. Online clustering is used to determine the cluster centres that represent a neuron in layer 3 of eNN (focal point of a rule). The condition that decides addition of a new neuron or replacement of an old neuron is similar to the one described above [33] except that the potential of a new data point is calculated recursively using a recursive form of equation (9).

\[
P_k = e^{-\frac{1}{2} \sum_{j=1}^{k} (z_{ij} - z_{ij}^*)^2} \text{ and } r_a = \frac{4}{\text{support}}
\]

where \( z_{ij}^* = [x, y] \) denotes augmented data vector and \( r_a \) is the radius defining the neighbourhood in a cluster [27].

A simplified approach for learning evolving TS fuzzy models is (Simple_eTS) presented in [61]. The basic approach of determining cluster centres is similar to [33, 34] (as described in paragraph 2, section V) with a simplified measure called scatter instead of potential. The recursive calculation of scatter is more efficient compared to potential. A method based on population (number of data samples assigned to a cluster) is also proposed that can be used to replace the rule base. A rule/cluster is ignored by setting its firing level to 0 if the value of population is less than 1% of the total data samples. Thus, the rule base also evolves incrementally as the data arrives.

In all the methods described above the radius of the cluster is not adaptive, rather it is predefined. The eClustering (evolving clustering) technique proposed in [62] alleviates this drawback. It is applied to the generation of evolving extended TSK type system (eXTS) from data streams. The extended TSK systems are multi-input multi-output (MIMO) and a combination of both zero and first order TSK type systems. The clustering is applied to partition the input-output joint data space to retrieve the antecedent part of the fuzzy rules. A Gaussian membership function defined in equation (10) is used.

\[
\mu_{x_j}^i = e^{-\frac{(x_j - \mu_j^i)^2}{2\sigma_j^i}}
\]

where \( \mu_j^i \) is the membership degree of the jth input \( x_j \); j=1,..,N to the ith fuzzy set \( i=1,..,n \); \( \mu_j^i \) is the focal point of the ith rule antecedent; \( \sigma_j^i \) is the spread of the membership function.

From equation (10) it can be observed that two parameters are required to be determined by clustering. the cluster centre (\( \mu_j^i \)) (focal point of a fuzzy rule) and the radius of cluster (spread of the membership function). The algorithm is an extension of the on-line version of the subtractive clustering used in [33,34] and the basic steps are similar to the methods described above with the following developments. Most importantly, it adapts the cluster radius based on the local spatial density and this influences the fuzzy sets of the antecedent part of a rule when the clusters are projected on to the input variables axes. Two measures, support and age, are described that can be used to replace a cluster centre (respectively, rule) along with the value of the potential. Support of a cluster/rule is the number of data points within the radius of a cluster centre (same as population). The rules with very low support can be ignored. Age is the difference between the number of data samples and the average sum of the time indices of the data sample for a given cluster. Thus, the value of age of a cluster is in the range (0; k) and it determines whether a cluster is young (values close to 0) or old (value close to k). If a cluster is young it means recent data is included in the cluster. So, new data with high potential value can replace old clusters.

Another algorithm that can be applied to dynamic clustering of stream of data where the number of clusters is not required to be defined \textit{a priori} is the Evolving Clustering Method (ECM) [36]. At the initial step of ECM, the first input data sample is considered as first cluster with the data itself as the cluster centre and the cluster radius set to zero. A threshold value (Dth) is also defined that limits the cluster size i.e. the cluster radius can grow only up to this threshold value. As the next sample arrives, the Euclidean distance \( \text{dist} \) between this sample and all other existing cluster centres is determined. Based on the following three conditions either the data sample is included in an existing cluster with or without any update, or a new cluster is created: (i) the cluster with minimum distance \( \text{mindist} \) to the sample is selected, if \( \text{mindist} \) is less than the radius of this cluster then the sample is included in the cluster and no updates are required; (ii) for every existing cluster the respective \( \text{dist} \) is added to the radius (let this value be \( \text{range} \)), the cluster with minimum \( \text{range} \) is selected, if range is less than twice \( Dth \) then the sample belongs to this cluster, the radius of this cluster is updated to \( \text{range}/2 \) and the cluster centre is updated by positioning it in the line joining data sample and cluster centre so that now the distance between the new centre and the sample is equal to the new radius value;
(iii) if range is greater than twice $D_{th}$ then a new cluster is created with the input data sample as the cluster centre. This process continues till all the data samples in the input stream are processed. ECM has been applied to Dynamic Evolving Neural–Fuzzy Inference System (DENFIS) [36], a TSK neuro-fuzzy inference system that evolves by taking into account the variations in the input data. In DENFIS, as in a typical evolving system fuzzy rules are generated and updated while the system operates. The ECM method is applied to the input data space to determine the fuzzy sets in the antecedent part of the rules. The consequence of the rules is determined by applying RLS estimator. Several variants of ECM are also present like fuzzy ECM [63] and ECM for classification [64].

Although the ECM is a simple method, outlier detection is not an integral part of the clustering process, it requires threshold to be specified and usually generates a large number of clusters (because it is distance-based, not density-based) that later needs to be pruned. In FLEXFIS (Flexible Fuzzy Inference System) [65] an incremental clustering approach is used for partitioning the input-output data space. The data are assumed to be normalized to the unit interval in each dimension of data space forming a hypercube. The clustering technique is a modified version of vector quantization (VQ) that incorporates vigilance parameter (from Adaptive Resonance Theory, ART [66]) for update of cluster centres. The vigilance parameter is chosen to be proportional to the diagonal of the $n$-dimensional data space. The number of clusters and the zone of influence (spread of the fuzzy sets) are not required to be predefined and are generated incrementally. One of the distinct features of this algorithm is that it selects the nearest cluster to a new data point by comparing the distance of this new data point to the surface (instead of centre) of all the existing clusters. This feature and the vigilance parameter together avoid over-clustering. Initially the number of clusters is set to 0. As the first data sample arrives, it is set as the new cluster centre. For subsequent data samples one of the following steps is performed: (i) if the current data sample $(x)$ is inside the range of influence of any cluster then its distance to the cluster centre of all such clusters is calculated. The cluster centre with minimum distance to $x$ is selected and all its components along with the variance are updated by moving it towards the data sample $(x)$. (ii) if $x$ lies outside the range of influence of all the clusters then its distance to the cluster centre of all the clusters is calculated. The cluster centre with the minimum distance to $x$ is selected and if this distance is greater or equal to the vigilance parameter, a new cluster is created with centre as $x$. The process continues till data is available. Although the clustering method used in FLEXFIS do not require certain parameters to be predefined (initial value of cluster numbers, cluster radius), it needs other parameters for old cluster centre shifting and new cluster generation. Moreover, the outliers are not directly addressed by this clustering algorithm.

VI. CONCLUSIONS

One of the phases of intelligent system design based on fuzzy rule base or neuro-fuzzy model is rule generation. At present the most preferred way is to generate the rules automatically from the input-output data using data clustering. The paper has provided an overview of around fifteen algorithms in the context of fuzzy rule generation and under the category of offline, online, and evolving clustering techniques. Most of the offline techniques are iterative and applies the clustering process over all the training data. Therefore, such techniques are not suitable for design of intelligent systems that continuously accept data from various sources and need to improve in terms of performance over a period of time. Using online techniques in such scenarios is intuitive as they are efficient compared to offline techniques in terms of computation and memory usage. However, there remains a huge scope for improvement of such techniques to conform them for adaptive intelligent system design. An attempt to meet such requirements is evolving techniques that have been applied to design adaptive FRB or Neuro-fuzzy systems. Such clustering methods can still be improved, such as by reducing the number of user-defined parameters, incorporating mechanisms to detect outlying data so that irrelevant clusters are not formed. Further, in most cases such techniques have been applied in scenarios where output data corresponding to an input data is available. The design of adaptive intelligent systems using evolving techniques in fully unsupervised scenarios is still an open issue.
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