Factors affecting the accuracy of thermal imaging cameras in volcanology
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Volcano observatories and researchers are recognizing the potential usefulness of thermal imaging cameras both before and during volcanic eruptions. Obvious applications include measurements of the surface temperatures of active lava domes and lava flows to determine the location of the most active parts of these potentially hazardous features. If appropriate precautions are taken, the new generation of thermal imaging cameras can be used to extract quantitative as well as qualitative information on volcanic activity. For example, they can be used to measure the temperature of lava on eruption and to reveal how the crust cools during flow emplacement. This is important for the validation of lava flow models. To ensure that meaningful temperatures are collected, thermal imaging data must be corrected for instrumental errors, emissivity of the surface being imaged, atmospheric attenuation, viewing angle and surface roughness. Controlled laboratory experiments have been undertaken to determine the emissivity of smooth and rough samples and the effects of viewing angle and to quantify the errors. Measured emissivities range from 0.973 ± 0.002 for smooth samples of basalt and 0.984 ± 0.004 for rough samples. Errors in emissivity-corrected temperatures are within ±15°C for lava at 1100°C. Variations from individual sensor receptors, which provide individual pixel temperature data, were found to be 0.6% and instrumental errors of the cameras used were 0.1%. Apparent temperatures were found to vary by less than the instrumental error for viewing angles up to 30 degrees from normal to lava, and thereafter increased by ~1°C per degree. By increasing the apparent viewing distance of a small vent on Mount Etna from 1.5 to 30 m, the maximum temperature is shown to decrease by 53°C due to integrated averaging of radiance over increased pixel areas. At a viewing distance of 250 m the maximum temperature decreased by ~200°C with a further 75°C decrease due to atmospheric attenuation for a relative humidity of 50%. However, errors in relative humidity measurements can lead to atmospheric attenuation correction inaccuracies up to 200°C at viewing distances of 1 km. We show how temperatures measured using thermal imaging cameras can be corrected to give improved estimates of temperature distributions on the surface of active lava flows.


1. Introduction

[2] Thermal imaging of volcanoes provides useful information on the surface temperature of lava flows, domes, lakes and other temperature anomalies on volcanoes. Until recently, remote sensing of active volcanic areas was undertaken using either satellites or aircraft [Flynn et al., 2001; Flynn and Mougins-Mark, 1994; Harris et al., 2004, 2001, 1995; Mougins-Mark et al., 1991; Mougins-Mark and Francis, 1992; Oppenheimer and Francis, 1997; Oppenheimer and Rothery, 1991; Pinkerton et al., 2002; Rothery et al., 1988; Rowland et al., 2003; Self and Mougins-Mark, 1995; Wright and Flynn, 2003; Zebker et al., 1996]. With the development of hand-held thermal imaging cameras, however, increasing use is being made of helicopter- and land-based thermal imaging data [Flynn et al., 2001; Flynn and Mougins-Mark, 1994; Harris et al., 2004, 2001, 1995; Mougins-Mark et al., 1991; Mougins-Mark and Francis, 1992; Oppenheimer and Francis, 1997; Oppenheimer and Rothery, 1991; Pinkerton et al., 2002; Rothery et al., 1988; Rowland et al., 2003; Self and Mougins-Mark, 1995; Wright and Flynn, 2003; Zebker et al., 1996].

[3] The latest generation of forward looking infrared (FLIR) thermal imaging cameras have the potential to collect detailed temperature distributions and cooling rates of lava flows. This will allow the cooling component of current models of lava flows to be validated and/or refined [Crisp and Baloga, 1990; Harris and Rowland, 2001;
Temperatures can only be undertaken once they have been qualitatively, quantitative interpretation of the measured thermal anomalies. While it is reasonable to interpret these thermal anomalies, bore-derived thermal images have been used to locate and hyperspectral satellite data. During recent eruptions, airborne thermal images of pahoehoe flows. Wright and Flynn [2003] observed up to seven different thermal components to a flow, and they proposed that thermal images could be used to constrain multiband methods of subpixel temperature distribution analysis from hyperspectral satellite data. During recent eruptions, airborne-derived thermal images have been used to locate and assess activity on Stromboli and Mount Etna, Italy [Calvari et al., 2005] and Mount St. Helens [Vaughan et al., 2005]. While it is reasonable to interpret these thermal anomalies qualitatively, quantitative interpretation of the measured temperatures can only be undertaken once they have been converted into meaningful temperatures.

Temperatures derived from remotely sensed infrared data are subject to errors from (1) atmospheric attenuation by atmospheric scattering caused by particulate material in the atmosphere and absorption by gases; (2) instrument error from instrument noise, drift and systematic offsets in the sensor; (3) incorrect or unknown emissivity of the target where emissivity is defined as the ratio of the theoretical maximum (blackbody) radiance to the radiance of that surface at a given temperature; (4) errors arising from viewing the surface at an oblique angle; and (5) integrated averaging of radiance over increasing pixel areas due to increased viewing distance (decreased resolution).

We address the errors arising from each of these in the following sections and present the results from a well constrained set of laboratory experiments designed to measure emissivity of basaltic lava and the effect of viewing angle on apparent temperatures. The two FLIR thermal imaging cameras used in this investigation (manufactured by FLIR Systems™) are the FLIR ThermaCAM™ S40 (S40) and FLIR ThermaCAM™ S2000 (S2000). Other FLIR cameras, which have been used to acquire data during this research project are the FLIR Systems™ ThermaCAM™ PM390 and PM545.

2. Atmospheric Attenuation

[7] The thermal imaging systems we use in the field and laboratory operate over two different wavelength ranges (bands) both of which fall in infrared atmospheric windows (Figure 1). Atmospheric attenuation corrections can be applied directly to the recorded images using the internal correction function in cameras. This correction assumes a mean relative humidity (RH) and mean temperature from the camera to the object being measured. However, when viewing over large distances, there may be significant changes in both atmospheric temperature and RH between the camera and the object under investigation. The in-built software also assumes a uniform viewing distance across an image, but in many cases the viewing distance across an image will not be uniform and can vary by up to hundreds of meters. For these reasons, we consider it inappropriate to use the inbuilt attenuation function. Using individual pixel temperatures spanning the temperature ranges found in images of volcanic thermal images, corrected for measured RH and viewing distances, it is possible to derive atmospheric attenuation correction curves. These can be modeled (Figure 2) and used to correct thermal data for atmospheric attenuation on a pixel by pixel basis. The errors arising from incorrect RH values can be in excess of 200°C at a viewing distance of 1 km. It is therefore critical that care is taken to measure accurate RH values at the time thermal measurements are made. Variation in RH and temperature along the viewing path are difficult to determine, but viewing distances can either be measured directly in the field or by using photogrammetry [James et al., 2006].

3. Instrument Error

[8] In all instruments used in our measurements, thermal infrared radiation is focused onto the imaging systems focal plane array (FPA) by the camera optics. The FPA is composed of a number of detectors, each representing an individual pixel in the resultant thermal image. [9] The manufacturers of the S40 camera state that the error of the thermal imaging camera is ±2°C or 2% whichever is greater. At a temperature of 1000°C this would represent a measurement error of ±20°C. Noise of the system is stated to be generally less than 0.1°C or ~0.08 RMS. However, the DC level (offset) of the sensor fluctuates during operation (A. Grant, FLIR, personal communication, 2004) and has to be corrected for. This is achieved using a shutter that moves in front of the sensor periodically during operation. The FPA sensor images the shutter surface, which is of a known temperature and adjusts the offset of the system. As we show below, this ensures that the accuracy of the camera is within the error margins stated.

[10] To assess errors in temperatures measured using thermal imaging systems, a number of controlled laboratory measurements were performed on different samples over a wide range of temperatures. One of the critical measurements was designed to assess errors in the thermal imaging camera’s in-built sensor. For useful measurement of lava flow surface temperatures, an error of less than 2% is
An experiment was undertaken to assess the measurement error of the S40 camera at high temperatures. This was done for two reasons. First, if there is any variation in camera accuracy with increased source temperature then a high-temperature source should be used to mimic the temperatures being observed in the field. Second, any measurement error will be more observable at high temperatures because the error is proportional to the source temperature and is therefore less likely to be mistaken as source temperature variation.

The experiment involved heating a sample of polished (to avoid surface heterogeneity) graphite to high temperatures. The surface temperature was measured using the thermal imaging camera and the sample surface/furnace temperature was recorded using an N-type (Nicrosil–Nisil) thermocouple in contact with the sample surface. The calibrated N-type thermocouple was used in conjunction with a calibrated Comark thermocouple meter. Thermal images were recorded at a rate of 1 Hz.

As can be seen from Figure 3, temperatures recorded during the experiment show a sinusoidal trend. This, however, is an artifact of the thermostatically controlled furnace temperature. The mean temperature of the graphite sample surface measured using the S40 was 844.9 °C. The apparent random noise in the data is ±0.4 °C (Figure 3). Using an emissivity for graphite of 0.98 [Wolfe and Zissis, 1978], the emissivity corrected temperature measured using the thermal imaging camera was 857 °C. This is 2 °C higher than the thermocouple temperature of 855 °C and is well within the manufacturers’ specified error of ±2% giving confidence that the camera is operating well within this specified measurement error.

As can be seen in Figure 4, the high-temperature images of graphite revealed apparent temperature differences between adjacent pixels. To assess whether these are real, or whether they were the results of different FPA detectors outputs to received IR radiation, we extracted temperature profiles across samples of polished graphite at temperatures of 845 and 1035 °C. The sample was positioned slightly differently in the two images although the profiles and accompanying average temperatures were extracted from exactly the same pixel locations within the images (Figure 4).

The graphs in Figure 5 show that the percentage differences from the mean for the same pixels on different areas of a sample at two different average temperatures are almost identical. This suggests that individual pixels on the cameras sensors have a systematic offset. This offset is less than 0.8% and in most cases less than ±0.6%. However, at an eruptive temperature of 1100 °C this could result in individual pixel offsets of ±6.6 °C (±0.6%) or ±8.8 °C (±0.8%). This appears to be constant for each pixel. Profiles obtained from sequences of images of the thermally stable graphite samples show that the relative temperature difference between individual pixels remains the same. This offset is only of concern when extracting individual pixel temperatures (e.g., the maximum temperature or temperature profiles made up of individual pixels). When areas or whole image data are extracted (e.g., mean temperatures) the resultant offset will tend to 0 °C.

Finally, the FLIR cameras used in this investigation are both affected by nonuniform FPA sensor performance in response to variations in instrument temperature which...
causes the measured temperature to drift. To correct for any drift in the response, cameras have an automatic shutter that is placed in front of the sensor and its temperature recorded by the FPA sensor. Our laboratory measurements reveal that when the automatic shutter is activated, the temperature variation is ±0.4°C at 845°C, well within the manufacturers' specified error.

4. Comparison of the Data From the FLIR S40 and S2000

[16] To calculate emissivity variations with viewing angle, as described in section 7, two thermal imaging cameras were required. Before we can use and compare measurements from both cameras, we need to determine whether there is any difference in temperature measured by both cameras. An experiment in which both cameras were situated above a cooling smooth surfaced sample of Etnean basalt was undertaken to assess measured temperatures recorded by both cameras. The samples were placed in an insulating container with a removable lid, through which a thermocouple was inserted and then placed in a Carbolite Furnaces RHF1400 furnace and heated to 1050°C. Once the sample had reached thermal equilibrium it was removed from the furnace and placed on an insulated bench directly below the S40 and S2000 thermal cameras. Thermocouple measurements revealed a preexperimental cooling rate of 1°C per minute. Both cameras had identical viewing distances. The lid of the insulating container was removed rapidly, and both cameras measured the surface temperature of the sample simultaneously, every 2 s for a period of 4 min, as it cooled. The difference between the two temperature profiles was plotted as shown in Figure 6. In each of the nine experimental runs, the S2000 recorded a higher temperature than the S40. The maximum temperature difference is ~10°C with an average temperature difference of ~7°C.

[17] Given the systematic differences in temperature between the S40 and S2000 cameras, shown in Figure 6, a correction of −7°C is applied to all S2000 measurements to ensure that the results from both instruments can be compared.

5. Calculation of Emissivity

[18] Emissivity is defined by Incropera and De Witt [1985] as the ratio of the radiance emitted by a surface to the radiation emitted by a blackbody at the same temperature. The spectral-directional emissivity of a surface at a given temperature is the ratio of the radiance of the radiation emitted at a particular wavelength in a particular direction to the radiance of the radiation emitted by a blackbody at the same temperature and wavelength. For a surface where the directional distribution of radiation is not diffuse, Incropera and De Witt [1985] define the total, directional emissivity, \( e_\theta \), as

\[
e_\theta(\theta, \phi, T) = \frac{I_e(\theta, \phi, T)}{I_b(T)}
\]

where \( I_e \) and \( I_b \) are the gray and blackbody radiance, respectively, \( T \) is the source temperature, \( \theta \) and \( \phi \) are the zenith and azimuthal angles, respectively, of the spherical coordinate system. Assuming no azimuthal change in emissivity, equation (1) becomes

\[
e_\theta(\theta, T) = \frac{I_e(\theta, T)}{I_b(T)}
\]

If a surface is diffuse then there will be no change in emissivity with \( \theta \). However, all real surfaces will exhibit

Figure 3. Surface temperatures of a polished graphite sample heated in a furnace to 844.9°C measured using the FLIR S0 thermal imaging camera. The sinusoidal trend represents the thermostatically controlled furnace temperature. The error bars represent the extent of the majority of the thermal imaging systems error/noise. The cameras internal shutter was enabled, but anomalous results recorded during shutter operation have been removed.

Figure 4. Two thermal images of a thermally stable graphite sample. Figure 4a has an S40 measured average temperature (within the circle) of 845°C. Figure 4b has an average temperature of 1035°C. The lines represent temperature profiles shown in Figure 5 (profile lines a and b are the horizontal lines in Figures 4a and 4b, respectively, and c and d are the vertical lines in Figures 4a and 4b). All profiles are in the same position within the field of view of the camera (so occupy the same pixels) but are offset slightly over the samples.
some departure from diffuse behavior [Incropera and De Witt, 1985]. This deviation away from diffuse behavior results in a change in emissivity with $q$.

[19] Surface roughness will play a part in the diffusivity of a surface. However, for the purpose of the experimental determination of the variation of emissivity with viewing angle, any change in radiance $I_e$ with $q$ will be considered as being due to a change in emissivity.

[20] Published emissivities for basaltic lava range from 0.74 [Burgi et al., 2002] to 1.00 [Pinkerton et al., 2002] (Table 1). These emissivities have been derived from field data or through laboratory experiments.

[21] Software in FLIR Systems™ thermal imaging cameras converts the measured radiance to Kelvin and finally outputs pixel temperatures in °C. Any postprocessing of the data, to convert temperatures back to radiance (e.g., for adjustment of blackbody temperatures to values corresponding to surface emissivity), has to be undertaken with maximum accuracy to reduce post processing generated error. Three methods can be used to calculate the radiance for a given temperature. Radiance is calculated using equation (3). Integration of this equation between any two wavelengths will give the total blackbody radiance ($E_b$) corresponding to any particular temperature ($T$) and wavelength range (band). Integration over the entire range of wavelengths ($0 \leq \lambda \leq \infty$) gives

$$E_b = \int_0^\infty I_{\lambda} d\lambda$$

Equation (4) is known as the Stefan-Boltzmann law where $\sigma = 5.67051 \times 10^{-8}$ is the Stefan-Boltzmann constant.

[22] To calculate the radiance given off by a body over a particular wavelength range, several methods can be used. Incropera and De Witt [1985] show that the fraction of the area under the curve defined by Planck’s law between $\lambda = 0$ and $\lambda = C_1$ is

$$F_{(0\rightarrow\lambda)} = \frac{\pi}{\int_0^\infty I_{\lambda} d\lambda} = \frac{\int_0^\lambda I_{\lambda} d\lambda}{\sigma T^4}$$

Figure 5. Percentage difference of each pixel value on profiles a–d from the average temperature of the profiles corresponding sample. The average temperatures are measured from within the circles shown in Figure 4. The profiles reveal that the percentage offset for individual pixels remains constant for varying measured temperatures.

Figure 6. Results from the camera comparison experiments. Nine experimental runs were undertaken. Both the S40 and S2000 were at normal viewing angles and the same viewing distance. The results show average temperature differences between measured cooling temperature trends for a heated basalt sample. The data are from the experimental runs with the maximum and minimum temperature difference between the two cameras. Spikes in the data are where the automatic shutter has been activated.
Therefore, for any particular wavelength range from \( \lambda_1 \) to \( \lambda_2 \) the fraction of the area under the curve is represented by

\[
F_{(\lambda_1 \rightarrow \lambda_2)} = \frac{\pi c \sigma}{\sigma^2} \int_{\lambda_1}^{\lambda_2} \frac{1}{(\lambda T)^2[\exp(c_2/\lambda T) - 1]} \cdot d(\lambda T) \quad (6)
\]

From equation (7) it can be seen that the total radiance of a particular band is proportional to the fraction of radiance from \( \lambda = 0 \rightarrow \lambda = \lambda_2 \) minus the fraction of radiance from \( \lambda = 0 \rightarrow \lambda = \lambda_1 \). These values can be obtained from Incropera and De Witt [1985] for any particular band. The data used in this work have been captured using thermal imaging cameras operating over two different band widths. These are summarized in the caption to Figure 1.

[23] Although Incropera and De Witt [1985] provide look-up tables for the values required in equation (7) (the integration is nontrivial) a more versatile method of radiance calculation was required for any wavelength range at any temperature. Two similar methods that can be used to calculate radiance are shown in Figure 7. Calculating the radiance using the radiance of the central wavelength (Figure 7a) of the spectral band multiplied by the band range is a crude method especially with large bandwidths.

The method used here to calculate radiance is shown in Figure 7b. The bandwidth is subdivided into several areas and the sum of the individual areas gives the radiance. For all calculations 1000 sections were used.

5.1. Laboratory Measurements of Emissivity of Etnaean Lava

[24] Since a 10% drop in emissivity from 1.00 to 0.90 results in a measured temperature difference of 88.4°C at magmatic temperatures, a rigorous method of measuring emissivity of lava is required to reduce emissivity induced error to an acceptable level.

[25] Two sets of measurement methods were used to determine emissivity over a range of temperatures. In both measurements, two cameras were used, in conjunction with a thermocouple for direct measurements. Direct measurements were made using an N-type thermocouple. Both thermal imaging cameras operate in the 7.5–13 \( \mu \)m wavelength range, and both were set up to output temperatures assuming an emissivity of 1. No atmospheric attenuation corrections were applied during data recording. Both cameras have an automatic internal image correction, which adjusts the camera temperature scale to the image. During all experiments the internal image corrections on the cameras were switched off to prevent nonsynchronized automatic corrections by the cameras. All measurements of basalt temperatures were made over a range of temperatures, which included typical lava flow emplacement temperatures.
Because of possible compositional effects on emissivity, basaltic samples from Mount Etna were used to constrain the emissivity of Etnean basalt. Values of emissivity were measured at a viewing angle at right angles to the surface of the sample. Angular variations in emissivity of both smooth and rough surfaced samples are investigated in section 7.

During typical field measurements using FLIR cameras, pixel side lengths will range from mm to m. Therefore experiments to determine emissivity should derive an emissivity that can be applied at all resolution scales. As the S40/S2000 target distance increases so does pixel area and therefore the temperature recorded is derived from an integrated radiance emitted from the increased target area. An emissivity representative of any scale is required; therefore the average temperatures of the sample were used to reduce the effects of small-scale heterogeneity. For emissivity calculation the blackbody radiance was taken to be that derived from the thermocouple measurements of sample temperature. The gray body radiances were those derived from the S40 and S2000 temperatures.

5.2. Determining Emissivity of a Thermally Stable Sample at a Normal Viewing Angle

The methodology to determine the emissivity of basalt was as follows. Samples of Etnean basalt were melted in a crucible at 1200°C to produce a smooth surface. An N-type thermocouple was placed into the sample during sample preparation. The sample was positioned in the central area of a tube furnace (Figure 8) which was open at the top, thus allowing the S40 to view the sample, but closed at the bottom to reduce the thermal gradient within the furnace. The furnace consisted of a 900 mm long tube around which heating elements were positioned. There were three tiers of elements; a lower, middle and upper tier. The sample was positioned next to the middle tier of heating elements. To minimize any IR reflection from the surface of the sample, the upper tier of heating elements was switched off. The temperature of the furnace was ramped up at approximately 100°C intervals, and the surface temperature was recorded from above by the S40 once the temperature had stabilized at each level. The thermocouple was used to determine sample temperatures at all times. The experiment was also carried out with a rough sample. In this instance the thermocouple was placed on the sample surface to record the stabilized temperature.

The results of two runs of this experiment are shown in Figure 9 and they reveal that the smooth sample has an emissivity range of 0.971 to 0.975 (mean of 0.973) over the temperature range used while the rough samples have an emissivity range of 0.98 to 0.987 (mean of 0.983). Variation of emissivity with temperature does not appear to exhibit any systematic trend.

6. Error Propagation

Measurement errors incurred through operation of the S40 fall in to two categories; Instrument errors and external factors. Errors in measured temperatures induced by external factors are predominantly due to incorrect atmospheric attenuation corrections. These can be reduced through rigorous assessment of the atmospheric conditions (relative humidity, temperature etc) along the viewing path and an accurate measurement of viewing distance for all samples.
7. Angular Variation in Emissivity

[33] When making measurements of surface temperatures of lava flows in the field, there are few occasions when it is possible to use a thermal imaging camera at a normal viewing angle to the surface of the flow. In the following experiments the effect of viewing angle is investigated.

[34] Sobrino and Cuenca [1999] and Labed and Stoll [1991] showed experimentally that the emissivity of a surface may change as a function of the viewing angle to that surface, with maximum emissivity at normal viewing angles to the emitting surface. Dozier and Warren [1982] showed that the angular variation in emissivity caused changes in snow brightness temperature of up to 3 K over a viewing range of 75°. Labed and Stoll [1991] measured the apparent temperature of various samples (soils and sand) at a fixed temperature using a spectroradiometer over a range of viewing angles. The spectroradiometer measured IR radiation reflected from a series of mirrors one of which was attached to a goniometer. This mirror could be rotated about all angles (0°–90°) from the horizontal and reflects the IR radiation from the target sample. Sobrino and Cuenca [1999] used a similar method in the field. They assumed that as long as there was no direct sunlight or wind at the time of the experiment, the field samples could be assumed to be thermally stable for periods up to 2 min. Both concluded that emissivity decreases with increased viewing angle. In several cases this decrease was small up to a viewing angle of ~60° from the horizontal. However, as the viewing angle was reduced, the emissivity decreased by up to ~15%.

[35] The aim of this experiment was to determine whether there was a similar variation in emissivity with viewing angle for basaltic lava at eruptive/lava flow emplacement temperatures. However, the need to make measurements at high temperatures required a more complex procedure than that used by Labed and Stoll [1991].

[36] For obvious geometrical reasons, it is not possible to use a tube furnace, or any other type of conventional furnace to make emissivity measurements over a range of viewing angles. To allow measurements to be made over a wide range of viewing angles, measurements had to be made outside the furnace as the samples cooled. A rigorous experimental procedure was devised to ensure that simultaneous measurements were made both at an angle normal to the surface and at a range of fixed angles. Using a cooling sample has the advantage that it allows apparent temperature measurements to be made over a range of surface temperatures.

[37] The method developed to determine the effect of viewing angle involved two separate thermal imaging cameras (S40 and S2000). One measurement of temperature was taken normal to the surface of the basalt sample by a control camera (S2000), while a separate measurement was made at varying viewing angle from the normal (S40). The relative temperature difference between the S40 and S2000 cameras is then used to calculate a relative emissivity difference. Combined with a knowledge of the emissivity
of the sample obtained from the tube furnace experiments, the value of emissivity with viewing angle can be obtained.

7.1. Angular Variation of Emissivity

Experimental Methodology

[38] Samples were prepared as described in section 5.2 by melting basalt in a furnace to provide a smooth surface. The cameras were attached to a framework, consisting of a fixed attachment point for one camera (the control camera) and a rotating arm with a camera attachment point at the end (Figure 11). The basalt sample was located at the base of the framework and both cameras were focused on the center of the sample. The framework was designed such that the camera lenses were 1000 mm from the center of the surface of the sample at all times, and the fixed camera viewing angle was normal to the surface of the sample. The point of rotation for the S40 attached to the rotating arm was the center of the basalt sample surface. The rotating arm was fixed at 10-degree intervals from the normal. As both cameras were required to look at the sample with a normal viewing angle but could not occupy the same space, the control camera was located to one side of the S40 (which is attached to the rotating arm) when at an angle of 90 degrees to the horizontal. The sample was then removed from the furnace and placed directly beneath the S2000 as indicated in Figure 11. Once the sample was in position, image recording was initiated and the insulating lid was removed. Images were recorded from each camera every 2 s as paired images over a period of 4 min.

7.2. Rough Samples

[39] Experiments to determine the combined effects of roughness and viewing angle were applied to an unaltered (i.e., no secondary melting in the furnace) sample of Etnean basalt. The sample was subjected to the same experimental methodologies as the smooth basalt samples except that they were heated to slightly lower temperatures in the furnace to prevent any deformation of the surface textures. The experiment was designed to assess the effect of surface roughness on the temperature differences between the two cameras. This situation is analogous to field measurements where the surface of a lava flow can have a varied, almost chaotic, surface texture. The sample had a generally horizontal surface but it clearly exhibited distinct roughness with small “pits” a few millimeters across and deep.

7.3. Results: Angular Variation in Emissivity for Smooth Samples

[40] Figure 12 shows average temperature differences over the 4 min image capture period, from two sets of experiment runs corrected for the average temperature difference from the calibration. It can be seen that temperature difference is not constant with viewing angle. From 0 to 30 degrees from the vertical the overall temperature difference is 1°C. However, from 40 to 80 degrees, there is a marked increase in the apparent temperature difference.

[41] Figure 13 shows the temperature difference profiles used to calculate average temperature differences. It can be seen that there is a decrease in temperature difference with time, especially at lower angles from the horizontal. Since emissivity is a ratio of gray body to blackbody radiance, as the blackbody radiance decreases with cooling the gray body radiance has to decrease proportionately to maintain the same emissivity. This results in a decrease in temperature difference as observed in Figure 13.

[42] To confirm this, emissivities were calculated for each experimental run using the temperature differences at the beginning and end of the cooling profiles. An emissivity of 0.975 (from the tube furnace experiments) was used for normal viewing angles. Any temperature differences within error of 0°C were also given an emissivity of 0.975. Table 2 shows the results of calculating emissivity at the beginning and end of the cooling profiles. Overall there is excellent agreement between corresponding emissivities. This indicates that there is no change in emissivity with temperature.

Figure 11. Experimental setup for an assessment of angular variation of emissivity. The S40 was rotated about the sample and fixed at 10-degree intervals. The S2000 was fixed at 90 degrees from the horizontal.

Figure 12. Temperature difference between the S40 and S2000 cameras with the S40 at various viewing angles. Temperatures are corrected for calibration differences between the two cameras.
over the temperature ranges of the experiments. This is in agreement with the tube furnace emissivity experiments.

Figure 14 shows the averaged emissivities from Table 2 plotted against viewing angle. Emissivity remains constant from 90 to 60 degrees from the horizontal and rapidly drops from 50 to 10 degrees.

7.4. Angular Variation in Emissivity for Rough Samples

While the results from the experiment using a smooth sample clearly show a reduction in emissivity with increasing viewing angle from normal, this situation may not be applicable to field data. Smooth lava surfaces are unlikely to be seen in most lava flow fields or lava lakes because they will generally be rougher than the smooth sample used in the smooth emissivity runs described in section 7.3.

It can be seen from Figure 15 that the apparent temperature difference for the rough sample increased with increasing viewing angle from the vertical. However, this may not be due to a reduction in emissivity with viewing angle. Visual inspection of the sample showed that “pits” in the surface of the sample remained hotter during cooling. The camera was unable to detect these higher temperatures at increased viewing angles from the vertical because the “pits” were obscured by higher surface topography. Therefore lower average temperatures were recorded at increased angles from the vertical because of surface roughness. This means it would be difficult to extract any variations in emissivity from the data as the temperature differences appear to be controlled by surface texture.

8. Application of Corrections to Field Data

The laboratory results show that there is a significant decrease in emissivity at increasingly oblique viewing angles when imaging a smooth basalt surface. This decrease is less pronounced with rough samples. The experimental

<table>
<thead>
<tr>
<th>Angle, deg From Horizontal</th>
<th>Run 1</th>
<th>Run 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emissivity</td>
<td>Start</td>
<td>End</td>
</tr>
<tr>
<td>90</td>
<td>0.975</td>
<td>0.975</td>
</tr>
<tr>
<td>80</td>
<td>0.975</td>
<td>0.975</td>
</tr>
<tr>
<td>70</td>
<td>0.975</td>
<td>0.975</td>
</tr>
<tr>
<td>60</td>
<td>0.975</td>
<td>0.975</td>
</tr>
<tr>
<td>50</td>
<td>0.975</td>
<td>0.975</td>
</tr>
<tr>
<td>40</td>
<td>0.975</td>
<td>0.975</td>
</tr>
<tr>
<td>30</td>
<td>0.975</td>
<td>0.975</td>
</tr>
<tr>
<td>20</td>
<td>0.975</td>
<td>0.975</td>
</tr>
<tr>
<td>10</td>
<td>0.975</td>
<td>0.975</td>
</tr>
</tbody>
</table>

Figure 15. Apparent temperatures of rough samples as a function of viewing angle from vertical. The results show an increase in temperature difference between the two cameras at 50 and 60 degrees. This difference is dominated by the effects of surface roughness.
results using a normal viewing angle allow us to define values of emissivity for basalt with two different surface textures. For a smooth surface the emissivity is 0.973 and for a rough surface (mm-scale roughness) it is 0.983.

The laboratory measurements can now be used, together with atmospheric attenuation corrections, to correct field-based thermal images. Figure 16 is a mosaic of helicopter based images of the flow erupted from the 2100 m vent during the 2001 flank eruption of Etna. These images are used to highlight differences between uncorrected and corrected temperatures measured using the thermal imaging cameras. The highlighted area (location 1–20) in Figure 16 has been divided into 20 sections representing equal lengths of flow. The mean section temperature (thresholded to include pixels with a temperature >230°C) has been measured. Figure 17 shows the temperature profiles from the sections. The data have also been corrected for emissivity and RH values over the range measured by the authors in the field on Etna in 2004. Because of the near normal viewing angle no viewing angle correction for temperature variations are required.

The data in Figure 17 show a cooling trend as the lava progresses along the channel. There is a drop in average temperature of ~0.18°C m⁻¹ for the raw data rising to 0.25°C m⁻¹ for an RH of 75%. Using a flow velocity of 0.5 m s⁻¹, this results in cooling rates of 0.09°C s⁻¹ for the raw data and 0.125°C s⁻¹ and when the RH = 75%. These differences in cooling rates between uncorrected and RH corrected data highlight the importance of measuring relative humidity at the time of data collection.

9. Effect of Image Resolution on Temperature

Viewing distance is a significant factor in determining surface temperatures. When thermal imaging cameras are used within a few meters of a lava flow, the effect of integrated averaging of the radiance over a pixel area is reduced. Because of shorter viewing distances, the effect of atmospheric attenuation is also reduced. Ultimately a viewing distance close to zero would provide the highest resolution and best resolved temperatures, although this is impracticable. However, appreciating how much resolution is required to obtain useable temperatures is important for quantitative analysis of data.

Figure 18a shows a thermal image of a small vent on Etna during the 1999 eruption at a viewing distance of 1.5 m. This image shows that on eruption, there are significant surface temperature variations over the surface of the flow with differences of temperature, well above that arising from FPA errors, between adjacent pixels. This highlights the problems faced in developing cooling models, which usually assume a uniform eruptive temperature.
Figure 18 shows the calculated temperature distribution of the lava in Figure 18a at a viewing distance of 30 m. This highlights problems in determining surface temperatures of lower resolution images. Each pixel gives a temperature based on the integrated radiance over the pixel area. Consequently, as pixel areas increase the maximum temperature recorded will decrease due to integration of radiance over larger areas. Therefore, as resolution decreases the pixel temperatures of the same area will tend toward the mean temperature derived from averaging the pixel temperatures from higher resolution images.

Figure 19 shows normalized (to percentiles) histograms of the temperature distributions in the images in Figure 18. The simulated low-resolution image is noisier due to the smaller number of pixels. One of the most significant factors in reducing the resolution is the reduction in maximum derived temperature. In this example it drops from ~1125°C to 1072°C, a reduction of 53°C over a viewing distance of 30 m. At a viewing distance of ~250 m, the image in Figure 18 will be represented by a single pixel and would give a temperature approximating that of the average image temperature of 930°C. This is without any atmospheric attenuation correction. At 250 m the atmospheric correction for a target at 900°C and 50% RH is ~75°C. Therefore a more realistic measured surface temperature would be ~850°C. This is 275°C lower than the high-resolution maximum temperature.

Simulations of decreasing resolution can give insights into the effect of resolution on measurable temperatures. The simulation involves calculating radiance for each original pixel, averaging the radiances over a new pixel area (e.g., 2 × 2, 3 × 3, 4 × 4 etc), and converting the new radiance value back to temperatures. Only new pixel sizes that represent the entire original 160 × 160 pixel image are used. Figure 20 shows the effect of reducing the resolution of a 160 × 160 pixel section of the image in Figure 18. Simulation of resolution decrease has been undertaken until the original 160 × 160 pixel section is represented by a single pixel. Figure 20 shows that while the mean temperature remains relatively constant, the minimum and maximum measured temperatures rapidly converge on the mean value with increasing viewing distance until all are equal when the original image is represented by a single pixel.

10. Conclusion

Controlled experiments reveal that the emissivity of basalt with a smooth surface ranged from 0.971 to 0.975 (mean of 0.973) while for the rough sample the emissivity range was 0.98 to 0.987 (mean of 0.983). The emissivity of smooth Etnean basalt decreases once the viewing angle from the horizontal drops below 50 degrees. This leads to apparent temperature errors of up to ~60°C. However, temperature measurements of rough samples are dominated by small-scale surface texture. Surface texture therefore
plays an important part in the determination of surface temperatures. In the field it is likely that the emissivity will tend toward that of the rough sample due to the inherent roughness of most volcanic material.

[55] While the importance of measuring relative humidity during field campaigns is generally recognized, many workers make measurements only at the camera location and use this to correct for atmospheric attenuation. In view of the effect of this on apparent temperatures, we recommend that the minimum number of measurements required is two: one at the camera and another as close to the object being measured as possible. In cases where this is possible, measurements along the entire viewing path should be made and an integration of RH controlled atmospheric attenuation can be made.

[56] It has been shown that small increases in viewing distance cause significant variations in the temperatures measured by thermal imaging cameras. Simulated increase of viewing distance from 1.5 to ~250 m for a small vent on Etna results in a decrease in measured maximum temperature of 275°C. This simulation also indicates the relatively small viewing distances required to achieve single pixel coverage of small thermal anomalies. At viewing distance >250 m, small vents on Etna would be subpixel in size for many FLIR camera lenses, and the temperature would be that derived from the integrated radiance from the vent and surrounding material, causing a significant drop in measured temperature.

[57] Using modeled minimum, maximum and mean temperature trends from sequences of simulated images at increased viewing distances, it is possible to determine temperature ranges of small Etna vents when only low-resolution images exist. Once sufficient images have been analyzed, it may be possible to determine the range of functions that characterize other parts of lava flows. In the meantime, by collecting images of lava flows over a range of viewing distances, functions similar to those shown in Figure 20 can be generated and extrapolated to determine temperature distributions of lava flows at small viewing distances. This is essential in the development of realistic cooling models, since, as can be seen in Figure 20, temperatures of some Etnan lavas on eruption span a temperature range of 430°C.

[58] The data shown in this paper are the results of laboratory experiments and computer simulations on field data. While the laboratory experiments provide compelling evidence for the effect of viewing angles on emissivity and the effect of surface texture on emissivity, careful assessment of the field environment is required prior to data analysis.

[59] During most eruptions, field measurements will not be possible at normal viewing angles unless they are made from the air, in which case only relatively low-resolution images will be obtained. The approach outlined in this paper reveals the magnitude of environmental and instrumental errors and how they can be minimized. We have shown that once appropriate corrections for atmospheric attenuation, emissivity, viewing angle and viewing distance have been made, thermal imaging cameras can provide useful temperature data on active volcanoes even if measurements are made at oblique viewing angles. The next stage in this investigation is to apply the results of this study to assess

![Graph of the minimum (cross), maximum (star), and mean (plus) temperatures of pixels in simulated images of increasing viewing distance from the original image.](image-url)
the validity of current lava flow cooling models; to determine the processes involved in the formation of the range of surface textures on lava flows; and to use images collected during eruptions on Etna (1999–2004) and Kilauea (2004) to better understand processes involved in the development of major flow fields.
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