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Sets of Frank sequences and Chu sequences are two classes of polyphase sequence with ideal periodic autocorrelation functions, which at the same time have optimum crosscorrelation functions. In the Letter, the crosscorrelations of sets of combined Frank/Chu sequences, which contain a larger number of sequences than either of the two constituent sets, are considered. It is shown analytically that the crosscorrelations are similar to those of the original sets with one exception, while the autocorrelations remain perfectly impulsive.

Properties of Frank and Chu sequence sets: Frank sequences $F = \{f_0, f_1, \ldots, f_{N-1}\}$ are a class of polyphase sequence of length $L = q^h$, where the $q^h$ roots of unity are the elements of the sequence $f_0, f_1, \ldots, f_{N-1}$, i.e.,

$$f_p^{(r)} = f_{p+kq^{h-1}}(r) = e^{2\pi i rp/q^h}, \quad 0 \leq k, p < q \quad (r, q) = 1$$

where $0 \leq k < q - 1$ and $q$ is any integer.

For Chu sequences $C = \{c_0, c_1, \ldots, c_{N-1}\}$, the elements of the sequence $c_0, c_1, \ldots, c_{N-1}$ of length $L$ are given by

$$c_p^{(r)} = e^{2\pi i rp/q^h}, \quad 0 \leq p < L \quad (r, L) = 1$$

It has been shown that the periodic ACFs and CCFs of Frank sequences and Chu sequences are given by [1–4]:

$$R_{F_{p_{1}}, F_{p_{2}}}(r) = \sum_{p_{1}, p_{2}} f_{p_{1}}^{(r)} f_{p_{2}}^{(r)} = \frac{L}{q^h} \delta_{p_{1}, p_{2}} \quad (r = 0 \mod L) \quad (3)$$

$$R_{C_{p_{1}}, C_{p_{2}}}(r) = \sum_{p_{1}, p_{2}} c_{p_{1}}^{(r)} c_{p_{2}}^{(r)} = \frac{1}{q^h} \delta_{p_{1}, p_{2}} \quad (r = 0 \mod L) \quad (4)$$

$$R_{F_{p_{1}}, C_{p_{2}}}(r) = \sum_{p_{1}, p_{2}} f_{p_{1}}^{(r)} c_{p_{2}}^{(r)} = \sqrt{L} \delta_{p_{1}, p_{2}} \quad (r = 0 \mod L) \quad (5)$$

Periodic CCFs of sets of combined Frank/Chu sequences: To obtain a larger set of sequences, we define the following combined sets of Frank/Chu sequence:

$$FC = \{f_0^{(1)}, \ldots, f_0^{(l)}, f_1^{(1)}, \ldots, f_1^{(l)}, \ldots, f_k^{(1)}, \ldots, f_k^{(l)}\}$$

where $L = q^h$, $(r, q) = 1$, $(r, q) = 1$, $(r, L) = 1$, and $(r, L) = 1$.

Obviously the ACFs of the sequences in the set are exactly the same as those of the original Frank sequences and Chu sequences. The CCF is equal to $\sqrt{L}$ if both the sequences are correlated, or Frank sequences are correlated with the set of sequences are Chu sequences. When one sequence is a Frank sequence and the other a Chu sequence, then the CCF is calculated as shown below.

Let $n = m + k$ and $v = aq + v0$, $0 \leq k, m, v \leq q - 1$, then the integer $n + v$ can be represented as

$$n + v = (j + u + rv + (k + v - q)$$

where $c = 0$, if $k + v \leq q - 1$, and $\delta = 1$, if $k + v \geq q - 1$. Let $k = c^m$, then $f_{j}^{(n)} = f_{m}^{(c^m)} = a_{m0} c^{m}(a_{0} c^{m})^{k}$. Thus

$$R_{F_{m}, F_{m}}(r) = \sum_{k=0}^{q^h - 1} \sum_{k=0}^{q^h - 1} f_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} f_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} f_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} f_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} f_{j}^{(n)} f_{m}^{(c^m)}$$

where $\delta = 0$, if $k + v \geq q - 1$, and $\delta = 1$, if $k + v \leq q - 1$. Let $c = c^m$, then $f_{j}^{(n)} = f_{m}^{(c^m)} = a_{m0} c^{m}(a_{0} c^{m})^{k}$. Thus

$$R_{C_{m}, C_{m}}(r) = \sum_{k=0}^{q^h - 1} \sum_{k=0}^{q^h - 1} c_{j}^{(n)} c_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} c_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} c_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} c_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} c_{m}^{(c^m)}$$

Therefore, if $n = q$ (mod $q$), we have

$$R_{F_{m}, F_{m}}(r) = a_{m0} c^{m}(a_{0} c^{m})^{k} = q = \sqrt{L}$$

for $n = q$ (mod $q$), the CCFs between Frank sequences and Chu sequences are given by

$$R_{C_{m}, F_{m}}(r) = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} f_{m}^{(c^m)}$$

where $k = 0, 1, \ldots, q - 1$ and

$$\sum_{k=0}^{q^h - 1} c_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} f_{m}^{(c^m)} = \sum_{k=0}^{q^h - 1} c_{j}^{(n)} f_{m}^{(c^m)}$$

As an example, the combined Frank/Chu sequences of length 25
are

\[ FC = \{ f^{(1)}, f^{(2)}, f^{(3)}, f^{(4)}, f^{(5)} \} \] (15)

The CCFs between any two sequences, \( R_{\alpha r}(\phi(t), \psi(t), \chi(t)) \) and \( R_{\alpha r}(\phi(t), \psi(t), \chi(t)) \) (\( r \equiv s \pmod 5 \)), are constant and equal to 5. For \( r \equiv s \pmod 5 \), the CCFs, \( R_{\alpha r}(\phi(t), \psi(t), \chi(t)) \), are listed in Table 1.

| Table 1: CCFs of combined Frank/Chu sequences (\( L = 25, r = s \pmod 5 \)) |
|-----------------|-----------------|-----------------|
| \( s \) | \( \phi(t) \) | \( \psi(t) \) |
| 0 | 0 | 0 |
| 1 | 0 | 0 |
| 2 | 0 | 0 |
| 3 | 0 | 0 |
| 4 | 0 | 0 |

Conclusions: The CCFs between Frank sequences and Chu sequences are considered in this letter. It is proved that \( R_{\alpha r}(\phi(t), \psi(t), \chi(t)) = 5 \) when \( r \equiv s \pmod 5 \). Although there exist some time shifts where the CCF values are relatively large (when \( r \equiv s \pmod 5 \)), in this case, the CCFs are zero for all other time shifts include those around the zero time shift position.

It should be noted that the methods presented here can also apply to generalised Frank sequences and generalised Chu sequences [3].
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Improved identity-based key sharing system for multimedia communication
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Introduction: Since Shamir [1] proposed the concept of identity-based (ID-based) cryptosystems, many schemes for ID-based cryptosystems and key sharing systems have been proposed. One of the earliest concrete ID-based cryptosystems using the discrete logarithm problem was proposed by Tsuji et al. [2]. However, if an entity conspires with the n secret pieces of information of the trusted centre (TC) in their scheme can be disclosed. To improve the security, a modified version of the above scheme was developed by Laih and Lee [3]. However, it was shown that the modified version can be completely broken by the conspiracy of (n – 1) entities with overwhelming probability [4]. In 1990, Chikazawa and Kawamura, however, developed an attack (so-called SK attack) to show that the scheme is not secure when it is used for conference key distribution [6]. An improved version was then proposed by Chikazawa and Yamagishi [7] to counter the SK attack. In the improved ID-based key sharing system, the key preparation in TC is the same as the original scheme and it allows entities to use different random numbers to counter the SK attack. In this Comment, we show that even though the improved ID-based key sharing system can resist the SK attack, the improved scheme as well as the original scheme can be completely broken by the conspiracy of (n – 1) entities with overwhelming probability.

Key preparation by TC in [5, 7]: The key preparation by the centre in the ID-based key sharing systems [5, 7] is the same as the RSA scheme. The TC first chooses K, N as its public information and calculates s satisfying

\[ e \cdot d \equiv 1 \pmod{L} \]

as its secret information, where \( \ell = \phi(N) \pmod{L} \) and \( e \) and \( d \) are two distinct primes. To calculate the secret information for entities in the system, the centre also generates \( n \)-dimensional vectors

\[ a = (a_1, a_2, \ldots, a_n) \quad 1 \leq a_i \leq L - 1 \quad (1 \leq i \leq n) \]

and \( G = (g_i \pmod{N}, g_i^k \pmod{N}, \ldots, g_i^n \pmod{N}) \) where \( g \) is an integer which is a primitive element in both \( \mathbb{Z}_N \) and \( \mathbb{Z}_L \). Suppose that entity \( i \) has the identification information \( ID \), and every entity in the system can easily generate the \( n \)-dimensional vector of entity \( i \)

\[ L_i = (x_{1i}, x_{2i}, \ldots, x_{ni}) \quad x_{ui} \in \{0, 1\} \quad (1 \leq u \leq k < n) \]

and the \( n \)-dimensional vector

\[ f(L) = (y_{1i}, y_{2i}, \ldots, y_{ni}) \quad y_{ui} \in \{0, 1\} \quad (1 \leq u \leq k) \]

where \( f(L) \) is a one-to-one one-way function. Then, for entity \( i \), the centre computes \( (u_i, v_i) \) satisfying

\[ u_i = a \cdot f(L) \pmod{L} = \sum_{j=1}^{k} a_j u_j \pmod{L} \] (1)

\[ v_i = 1 \pmod{L} \] (2)

\[ s_i = ID_{a}^{x_{ui}} \pmod{L} \] (3)

and sends \( (u_i, v_i) \) to entity \( i \) as its secret information. The main difference of the key preparation by the TC between the ID-based key sharing systems [5, 7] and ID-based cryptosystems [2, 3] is that the centre in [5, 7] sends \( v_i \) as one of the secret pieces of information of entity \( i \) instead of \( u_i \). If the centre sends \( u_i \) as one of the secret pieces of information of entity \( i \), then it can be shown that the centre secret information \( u_i \) and \( L_i \) can be completely disclosed by the conspiracy of (n – 1) entities with overwhelming probability [4]. Because \( u_i \) cannot be derived from \( v_i \) without knowing \( L_i \) it seems that the centre secret information \( u_i \) and \( L_i \) cannot be computed when (n – 1) entities conspire. However, as shown in the following, the ID-based key sharing system as well as the improved version can be completely broken by the conspiracy of (n – 1) entities with overwhelming probability even if they can resist the SK attack.

Attack: The goal of this attack is to find the centre secret information \( u = (a_1, a_2, \ldots, a_n) \) and \( L \) by using the (n – 1) entities' secret information \( v_i \) and the common public information. From eqn. 1, we have

\[ \begin{bmatrix}
    y_{11} & y_{12} & \ldots & y_{1n} \\
    y_{21} & y_{22} & \ldots & y_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    y_{n1} & y_{n2} & \ldots & y_{nn}
\end{bmatrix}
\begin{bmatrix}
    v_1 \\
    v_2 \\
    \vdots \\
    v_n
\end{bmatrix}
= 
\begin{bmatrix}
    a_1 \\
    a_2 \\
    \vdots \\
    a_n
\end{bmatrix} \pmod{L} \] (4)

Eqn. 4 can be rewritten as

\[ \begin{bmatrix}
    y_{11} & y_{12} & \ldots & y_{1n} \\
    y_{21} & y_{22} & \ldots & y_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    y_{n1} & y_{n2} & \ldots & y_{nn}
\end{bmatrix}
\begin{bmatrix}
    v_1 \\
    v_2 \\
    \vdots \\
    v_n
\end{bmatrix}
= 
\begin{bmatrix}
    a_1 \\
    a_2 \\
    \vdots \\
    a_n
\end{bmatrix} \pmod{L} \] (5)